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a b s t r a c t 

The imminent threat that phishing websites poses is a major concern for internet users worldwide. These fraud- 
ulent websites are crafted by cyber attackers to appear trustworthy and deceive vulnerable users into divulging 
confidential data like medical health records, credit card details, passwords, and Personal Identifiable information 
(PII). To bait their victims, cybercriminals employ tactics such as social engineering, spear-phishing attacks, and 
email phishing scams. As a result, unsuspecting individuals may be enticed to visit these websites, putting their 
sensitive information at risk. This work presents an application designed to predict phishing attacks after compar- 
ing polynomial and radial basis function of support vector machine (SVM). The proposed application leverages a 
dataset of known legitimate, suspicious and phishing attacks stored in a database and employs an SVM algorithm 

for classification based on user input. The application provides a user-friendly graphical user interface (GUI) that 
allows reporting of new phishing incidents based on the features that have strong relationship in determining if 
a website is phishing or not. The proposed application utilizes the inherent scalability of database technology to 
support record expansion whenever there is an instance of a user initiating phishing prediction thereby, making 
it suitable for use in a wide range of organizational settings. 
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. Introduction 

The world experienced a paradigm shift in the modus operandi of
ybercriminals since the COVID-19 outbreak as more than 150 coun-
ries experienced partial or complete movement restriction alongside
ignificant alteration in the method in which economic activities are
onducted [ 1 , 2 ]. Cybercrime is an illegal action aimed at computer sys-
ems or networks, encompassing a wide spectrum of potentially crimi-
al activities [3] . Cyberattack could be directed at vulnerable computer
etworks or, it can rely on the victim’s implicit participation in the at-
acker’s criminal scheme for the activity to be successful as in the case of
ocial engineering attacks. As defined by [4] and [5] , social engineering
ttack is the art of psychologically manipulating an individual through
ersuasion to reveal sensitive or confidential information. Amongst the
opular types of social engineering attacks such as trojan horse, shoul-
er surfing and dumpster diving [6] , phishing stands out as the most
requently employed technique [ 2 , 3 ]. 

Phishing is a method of cyberattack whereby cyber criminals attempt
o get hold of people’s personal identifiable information by misleading
hem using psychological trickery [7] . Other authors as Merwe et al.,
8] considers phishing as “a fraudulent activity that involves the cre-
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tion of a replica of an existing web page to fool a user into submitting
ersonal, financial, or password data. ” Although, definitions of phish-
ng attacks can be fragmented by focusing on social engineering aspect
nd theft of PII, a more robust definition by Alkhalil et al., [9] suggest
phishing as a socio-technical attack, in which the attacker targets spe-
ific valuables by exploiting an existing vulnerability to pass a specific
hreat via a selected medium into the victim’s system, utilizing social
ngineering tricks or some other techniques to convince the victim into
aking a specific action that causes various types of damages. ” These
hreats can range from malicious web links, attachments and fraudulent
ata entry forms. The criticality of this attack method cannot be over em-
hasized as Sánchez-Paniagua [10] mentions that, phishing is the most
hallenging social engineering attack to curb, due to the large number of
eople currently engaging in online activities and that makes it certainly
ore challenging to detect and prevent. A recent Proofpoint study re-
orted by Techopedia in 2023, reveals that a staggering 83 % of compa-
ies fall victim to phishing attacks annually, highlighting the pervasive
ature of this cyber threat. The alarming trend is further underscored
y a substantial 345 % surge in unique phishing sites observed between
020 and 2021. The FBI’s Internet Crime Complaint Center (IC3) re-
orts a significant escalation in phishing incidents, with a staggering
January 2024 
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Fig. 1. Number of phishing websites from 2013 to 2022. [18] . 
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00,944 reports and losses exceeding $10.3 billion in 2022 alone. The
nancial repercussions are substantial, as each phishing attack carries
n average cost of $4.91 million for corporations. These statistics under-
core the pressing need for robust cybersecurity measures and height-
ned awareness to counter the growing sophistication and prevalence of
hishing attacks in the digital landscape [11] . Phishing attacks mostly
nclude fraudulent emails [12] , websites [13] , phone calls [14] , text
essages [15] that appear to be from legitimate sources such as banks,

ocial media platforms, or government agencies and the successful out-
ome in some cases is the installation of dangerous malware [16] . Due
o the widespread use of online transactions and services, phishing at-
acks have become a major concern for individuals and organizations
like. As shown in Fig. 1 , it is quite clear that the number of unique
hishing sites detected worldwide from 3rd quarter 2013 to 3rd quar-
er 2022 has been on the rise, with a dramatic surge in the year 2020,
hich most likely can be attributed to the COVID-19 pandemic that

aused some major disorientation in the general conduct of economic
ctivities. 

This work emphasis is primarily on using website features to predict
hishing websites based on SVM machine learning algorithm because as
entioned by Cui et al. 2020 [17] , the features required to detect phish-

ng attacks are different depending on the attack vector used. Therefore,
he key contribution of this work to knowledge is; 

1. Implement a machine learning algorithm that will predict phishing
websites based on their features. 

2. Develop a web application that will assimilate the phishing detection
algorithm in an interactive way and provide a platform for users to
make online predictions based on the identified features. 

3. Capture each user prediction interaction session as a new record
in a database for the purpose of expanding the record in the
database and improving the performance of the machine learning

algorithm. m  

2

. Literature review 

Generally, the practice of using ML in cybersecurity is still in its in-
ancy or experimental stages, demonstrating a substantial gap between
esearch and practice. As a result, the use of machine learning in cy-
ersecurity is presented in a very disjointed manner, which makes it
ifficult to deploy in practice [ 19 , 20 ]. The promise of artificial intelli-
ence and machine learning as presented in most literature in terms of
hat they can achieve in cybersecurity can at best be considered specu-

ative [21] , largely because AI and ML are exclusively data-driven, and
urrently, the availability of such data is lacking or too specific to a
iven use case that it cannot be reproduced for other identified contexts
22] . In terms of the practical application of AI and ML as implemented
n most use cases presented in some of the most recent literature [23] , a
learer picture can be painted as to the extent of research and what as-
ects of cybersecurity can be achieved by leveraging AI and ML methods
24] . As far as the three successful applications of ML in cybersecurity
s articulated by Apruzzese et al. [19] , which include machine Learning
n network intrusion detection, Machine learning in malware detection,
nd Machine learning in phishing detection, this work focuses on phish-
ng detection using machine learning and this section explores all the
elevant literature on the subject matter. 

.1. Systematic literature review of phishing 

A systematic literature survey was conducted by Safi and Singh,
023 [25] , intended to provide a comprehensive analysis of the tech-
iques used in detecting phishing websites. Their work uncovers that
espite the extensive literature search, a comprehensive overview of all
he significant approaches employed in this domain was inadequate. Ad-
itionally, there was a lack of a systematic resource that aggregates the
ethodologies, data sets, and algorithms utilized in phishing website de-
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ection. Thus, there was a requirement for an authorized review to study
his field and provide a comprehensive summary. The main contribu-
ion of Safi and Singh, 2023 [25] is to firstly unearth the most effective
echniques for detecting phishing websites, so that security managers
an effortlessly choose the most effective method from a range of anti-
hishing approaches for their security systems and secondly, provide a
ood systematic literature review paper that will succinctly capture the
urrent state of techniques, data sets and algorithms used to deal with
hishing problem. 

Another review paper by Qabajeh et al., 2018 [26] , titled recent re-
iew of conventional vs. automated cybersecurity anti-phishing tech-
iques provides another dimension of review. Their work explores In-
egrating a classification system with intelligent machine learning tech-
ology in the browser as a promising anti-phishing approach that detects
nd alerts users to phishing activities. Their paper is design to be mostly
ncompassing as it reviews and analyzes legal, training, educational,
nd intelligent anti-phishing approaches and highlights their similar-
ties, differences, positive and negative aspects from user and perfor-
ance perspectives. The study also identifies ways to combat phishing

hrough intelligent and conventional methods, making it beneficial for
omputer security experts, web security researchers, and business own-
rs. 

Another comprehensive survey study was carried out by Basit et al.
021 [27] where the authors comprehensively explored AI-enabled
hishing attacks detection techniques and extrapolated that, most phish-
ng attacks detection methods fall into four categories. Deep learning,
hich is the latest progress in deep learning methodologies proposes

hat the categorization of phishing websites using deep neural networks
NN) could surpass the conventional machine learning (ML) algorithms.
onetheless, the outcomes of employing deep NN significantly rely on

he configuration of various learning parameters [28] . Secondly, ma-
hine learning method, considered to be popular because it appears
hat most phishing attacks types are classification problems. The de-
ree of accuracy is relatively high when using this detection method
ut that depends largely on the dataset and the features therein [ 29 , 30 ].
hirdly, Scenario-based phishing attack detection method, that is pred-

cated on different scenarios however, these scenarios yield different
utcomes based on methods used [27] . Some examples of this method
nclude Begum and Badugu, 2019 [31] that relies on the consolida-
ion of techniques such as Machine Learning (ML) based approaches,
on-machine Learning-based approaches, Neural Network-based ap-
roaches, and Behavior-based detection approaches for the detection
f phishing attacks. Other authors such as Fatima et al., 2019 [32] pre-
ented PhishI for security training based on gaming and Chiew et al.,
018 [13] focused on phishing attack detection based on their features,
edium and vectors. Lastly, Hybrid learning (HL) based phishing attack
etection suggest the most recent future direction for phishing attack
etection which could be based on leveraging more than one machine
earning model as in the case of Pandey et al., 2020 [33] where they pro-
osed random forest and support vector machine algorithm as a hybrid
odel for phishing detection. 

.2. Conventional phishing detection methods 

According to Hong J. 2012, there are three main ways to combat
hishing attacks [16] : by implementing invisible protections that re-
uire no action from the user, by creating better user interfaces, and by
roviding effective training[16]. There are currently over 500 toolkits
vailable for phishing attack [34] , some of which are designed to trick
he phisher into providing false information. Criminals and security pro-
essionals are engaged in a constant competition to outsmart each other
16] . 

Phishers use various techniques, such as fast flux, which involves
sing a pool of proxies and domain names to hide the location of the
hishing website [16] . This technique can extend the average lifespan
f a phishing website to 196 hours, compared to the average of 62 hours
3

efore the location is taken down [35] . Due to the growing threat of
hishing and the negative impact it has on the economy and reputation
f businesses, it is critical to have effective countermeasures in place,
uch as filters, machine learning, blacklists, and active and passive in-
icators that alert users. While the combination of the aforementioned
ountermeasures with staff training enhances the ability to deal with
hishing, it’s essential to acknowledge that training users may not al-
ays be effective. This is often due to factors such as low motivation or
nwillingness to engage with training materials [16] . 

In a similar study conducted by Minocha and Singh, 2022 [36] , they
dentify that there are two categories of automatic detection techniques
or phishing sites: (i) list-based systems, and (ii) machine learning-based
echniques. List-based systems use safelists and denylists to categorize
ebsites as legitimate or phishing, respectively. Additionally, the article
oints out that the traditional methods of detection only provide around
0 % success. 

Tan et al. [37] propose a phishing detection method that is based on
omparing the actual and target identities of a webpage. The proposed
ethod, PhishWHO, comprises three phases: 

1. Extracting identity keywords from the website’s textual content, em-
ploying a unique weighted URL tokens system based on the N-gram
model. 

2. Identifying the target domain name through a search engine, then
selecting the domain based on identity-relevant characteristics. 

3. Proposing a 3-tier identity matching system to assess the authenticity
of the queried webpage. 

Data mining approach as proposed by Abdelhamid et al., [38] , con-
iders phishing a typical classification problem and the objective of the
lassification task is to categorize a new website into one of the prede-
ned classes, such as phishing, legitimate or suspicious. After a website

s loaded on the browser, a set of feature values is extracted, which play
 crucial role in determining the website type. By utilizing the rules de-
ived from historical data. Also, their work alongside that of [ 39 , 40 ] and
41] based on associative classification which is a data mining technique
hat combines classification and association rule mining. 

Content based approach is another method of detection articulated
y Nguyen et al., [42] , Zhang et al., [43] , and Jha et al., [44] . This
ethod classifies websites as either phishing or non-phishing. This ap-
roach relies on analyzing the contents of the site to determine its classi-
cation. The "Term Frequency/Inverse Document Frequency" (TF-IDF)
lgorithm is commonly used for this type of content analysis. Zhang
t al., used a similar content-based approach in their research, which
hey called CANTINA. Their results showed that this technique had a
igh accuracy rate of 97 % in identifying phishing websites. However,
o reduce false positives, heuristics were applied, resulting in a decrease
n accuracy to around 90 %. Other sources such as [45–48] also dis-
ussed and implemented other variants of content-based approach to
hishing detection to corroborate the works of Zhang et al. [43] . 

Various approaches have been explored in the literature to enhance
hishing detection [49] , each accompanied by its own set of drawbacks.
ne method involves specifying weights for words extracted from URLs
nd HTML contents, focusing on elements like brand names, with a de-
endency on a third-party server, Yahoo Search, resulting in an accuracy
ate of 98.20 % [50] . However, a drawback of this approach is its re-
iance on an external server and over dependence on textual content.
nother strategy utilizes logo image analysis to identify web page au-

henticity, matching real and fake webpages, but with a dependency
n Google Image Search and an accuracy rate of 93.40 % [51] . The
rawback here is the reliance on a third-party server and the exclusiv-
ty of this method to only use images. In another method, the use of
RL heuristics and website rank for detection is implemented, but the
rawback lies in the time-consuming process of feature extraction and
ebsite rank examination, achieving an accuracy rate of 97.16 % [52] .

Rao and Ali implemented an advanced version of this technique us-
ng a desktop application called "Phish Shield." They used novel heuris-
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Fig. 2. Visual abstract of proposed system. 
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ics based on the URL to reduce false positives to 0.035 % and achieve
n accuracy of 96.57 %. Their approach included null footer links, max-
mum frequency domains, copyrights, and whitelists for the detection
rocess. However, their approach had a limitation in terms of response
ime, which could be improved with newer methodologies such as ge-
etic algorithms and neural networks. 

.3. Machine learning approach 

The work of Alani and Tawfik, 2022 [15] , pivots on building a
achine-learning-based phishing detection system using only the URL

s they argue that their approach provides better network protection by
educing the attack surface. They also applied recursive feature elimi-
ation (RFE) which is a very useful feature selection method to reduce
he number of features to the most important and critical features. Their
ork leveraged a pipeline for five machine learning classifiers of ran-
om forest, logistic regression, decision tree, gaussian naïve bayes and
ulti-layer perceptron using a 75 % training and 25 % testing set. Over-

ll, random forest performed better than the other models they tested.
inally, in contrast to other locally hosted phishing solutions, their sys-
em can be deployed to the cloud as an API to be integrated as a browser
lugin. 

Sahoo et al. [53] discuss various malicious attacks, as well as differ-
nt types of machine learning and features for detecting malicious URLs.
he paper primarily focuses on the identification of features used for
lassifying malicious websites, grouped into five categories, and high-
ights the design and limitations of some of these features. The authors
lso provide examples of machine learning algorithms and their appli-
ation in detecting malicious websites. 

Ensemble learning classification is another method popularized for
hishing detection which is based on using multiple classifier or algo-
ithms to solve a classification problem [54] . The work carried out by Al-
arem et al., 2021 [55] , proposed an optimized stacking ensemble model
or phishing websites detection. Their approach includes three stages of
raining, ranking and testing. The classifiers, namely random forests,
daBoost, XGBoost, Bagging, GradientBoost, and LightGBM, were ini-

ially trained without utilizing any optimization method. Subsequently,
he genetic algorithm was employed to optimize these classifiers by
etermining the most favorable parameter values for various ensem-
le models. This process enabled the selection of the optimal parame-
ers for these classifiers. Another work by Abawajy and Kelarev, 2012
56] used a multi-tier ensemble construction of classifiers for phishing
owever, their work only focused on email detection and filtering. Sim-
4

larly, Bountakas and Xenakis, 2023 [57] , proposed hybrid ensemble
earning PHishing email detection based on stacking and soft voting. 

. Proposed system 

The development of the proposed system starts by using a dataset of
ebsite characteristics labeled as either legitimate, suspicious or phish-

ng. Based on the datapoints, the SVM algorithm is utilized and op-
imized using polynomial or radial basis function to determine which
ernel provides better model accuracy with minimal errors. The trained
odel is then used to create a web application that runs on a server. This

pplication takes features of a website as input and outputs a classifi-
ation label based on the trained model. To ensure that the SVM model
emains accurate over time, a database is created to store new user inter-
ctions with websites. These interactions can be analyzed and fed back
nto the SVM model to improve its accuracy. This continuous improve-
ent process ensures that the model remains up-to-date with the latest

rends and techniques used by phishing websites. In summary, creating
 machine learning model to identify and differentiate between legit-
mate, suspicious, and phishing websites involves training the model
sing SVM, creating a web application to implement the model, creat-
ng a database to store user interactions, and continuously improving
he model based on new data. By following these steps, the accuracy
nd reliability of the model can be maximized, and users can be better
rotected against phishing attacks Fig. 2 . 

. Methodology 

As depicted in Fig. 3 , the methodology for this paper begins by identi-
ying the phishing dataset by Abdelhamid et al., [38] , and preprocessing
t to assess its suitability for the intended task. Next, we identified the
ndependent features (input variables) and the class label (output vari-
ble). Clearly defining these elements is fundamental to the training of a
achine learning model. Subsequently, we determined the nature of the
hishing problem we aim to solve based on the dataset’s characteristics.
tilizing a pair plot library in Python, we identified the relationships
etween pairs of variables in the dataset. From the outcomes of the pair
lot, we established that we are dealing with a classification problem.
herefore, we progressed to identify and test several supervised learning
lassification algorithms such as Random Forest, gradient boosting, de-
ision trees, and SVM. We then proceeded to build and train the model,
electing SVM as it exhibited the highest accuracy in our case. Addition-
lly, we implemented two optimization kernels of SVM, namely RBF and
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Fig. 3. Model architecture. 

Fig. 4. Accuracy comparison for classification algorithms. 
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olynomial functions. The next step involves integrating the model into
 web framework for deployment. The last crucial stage is incorporating
atabase technology to interact with Flask, particularly to support the
xpansion of the database. 

.1. Justification for algorithm used 

Different algorithms are better suited for different types of data and
ifferent problems. So the choice of algorithm used for this work de-
ends on the specific characteristics of the data, the problem we are
olving, and the trade-offs between model complexity, interpretability,
nd computational efficiency [58] . For instance, logistic regression is
sed in classification problems where the datapoints are linearly sepa-
able however, that will not be applicable in this case given that our
ata is a three-label multiclass classification problem [59] . Therefore,
e experimented with classification algorithms that are better suited

or multiclass classification problem such as SVM, Random Forest, Gra-
ient boosting and Decision trees. From the results shown in Fig. 4 , the
VM model performed relatively better than the other models. There are
lso theoretical dimensions that are abundantly articulated in the liter-
ture on the use of SVMs in solving multiclass classification problems
60–63] . Some of these inherent advantages include; 
5

1. Handling Nonlinear Relationships: SVMs are effective in captur-
ing complex nonlinear relationships in data. 

2. Performance in Imbalanced Datasets: SVMs can handle imbal-
anced datasets well and are not heavily influenced by the class dis-
tribution. 

3. Memory Efficiency: SVMs are memory-efficient, particularly when
dealing with high-dimensional datasets than most of the tree-based
models. 

.2. Implementation environment 

The hardware and software specifications of the implementation en-
ironment used in this work. 

1. Laptop HP EliteBook pro, x360 8th Gen, 500GB SSD, Intel Core i7,
CPU 2.11GHz, Ram 16GB 

2. Anaconda Distribution Version 3 (Jupyter lab – 6.4.12 running on
localhost 8888, Python 3.9, pandas, SKlearn, matplotlib) 

3. Xampp for windows Version 8.2.0 (Control Panel V3.3.0, Apache,
MySQL) 

4. VS Code Version 1.77 (Flask, CSS, HTML, Javascript) 

.3. Data source 

For the dataset used in the development of the application, this ar-
icle leverages the work of Abdelhamid et al. [38] . The dataset name is
itled “website phishing ” made available on the 11/1/2016 with multi-
ariate characteristics, designed for classification tasks and consist of
nteger-type features [64] . Several features related to legitimate and
hishing websites were identified, and a dataset comprising 1353 web-
ites from diverse sources was collected. The Phishtank data archive
 www.phishtank.com ), a community website that allows users to sub-
it, verify, track and share phishing data, was the source of phishing
ebsites. Legitimate websites were sourced from Yahoo and starting
oint directories using a PHP web script. The PHP script was integrated
ith a browser, enabling the authors to collect 548 legitimate websites
ut of the 1353 total websites. The dataset consisted of 702 phishing
RLs and 103 URLs classified as suspicious. When a website is deemed
USPICIOUS, it indicates that it displays features that are characteristic
f both legitimate and phishing websites, implying that the website has
oth genuine and fraudulent attributes. 

http://www.phishtank.com
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Fig. 5. Feature set distribution. 
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Furthermore, another impressive thing about the dataset is they ap-
lied the Chi-Square measure [65] , which is a statistical method used
o determine the degree of association or independence between two
ategorical variables. It involves calculating the difference between ob-
erved and expected frequencies of occurrence in a contingency table,
nd then comparing these differences to their expected values under the
ssumption of independence. By doing this, it was possible to come up
ith concise features that are precise and avoid noise in data that may
ot be necessarily important in making accurate predictions. After the
pplication of the Chi-square test, 9 features had the most correlation
ith class attribute among the 16 initially identified features. These fea-

ures are Request URL, Age of Domain, HTTPS and SSL, Website Traffic,
ong URL, SFH, Pop-Up window, URL of Anchor, Redirect URL and Us-
ng the IP Address. 
M  

6

.4. Exploratory data analysis 

As captured in Fig. 5 . The EDA captures the features of the dataset
nd its distribution across the class label of [-1 = phishing, 0 = suspi-
ious, 1 = legitimate] Fig. 7 . 

.5. Support vector machine 

Support Vector Machines (SVMs) are a family of generalized linear
lassification methods used for both classification and regression tasks
n supervised learning [67] . They have a special property of simultane-
usly minimizing the empirical classification error and maximizing the
eometric margin, which has earned them the nickname of Maximum
argin Classifiers. SVMs are based on the Structural Risk Minimization
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Fig. 6a. Result of radial basis function implementation. 
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Fig. 6b. Result of polynomial function implementation. 
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SRM) principle and work by mapping the input vectors into a higher di-
ensional space where a maximal separating hyperplane is constructed.
wo parallel hyperplanes are constructed on each side of the separat-

ng hyperplane to separate the data. The hyperplane that maximizes the
istance between these parallel hyperplanes is chosen as the separating
yperplane. It is assumed that a larger margin or distance between the
arallel hyperplanes leads to better generalization error of the classifier
 67 , 68 ]. 

In this work, the SVM algorithm utilizes a hyperplane to effectively
istinguish between different data elements and classify them as phish-
ng, legitimate or suspicious based on the dataset. By separating the fea-
ures, the hyperplane ensures the best separation of data. SVM is then
apped into the same space, and it predicts the category based on which

ide of the gap the point or input falls on. Furthermore, in implementing
VM, two kernels of Radial Basis function and Polynomial were tested
n the dataset to determine which one works optimally with the dataset.

.5.1. Radial basis function kernel 

This is the kernel function used in the radial basis function (RBF)
ernel of support vector machines. The mathematical equation for the
Fig. 7. Code 

7

BF kernel function is [68] : 

(xi , xj ) = exp (− 𝛾||xi − xj ||2 ) 

here xi and xj are input vectors, ||.|| denotes the Euclidean distance
etween xi and xj, and 𝛾 is a hyperparameter that controls the width of
he kernel. 

This kernel function maps the input data into a higher-dimensional
eature space where it becomes separable by a linear decision boundary.
he RBF kernel is widely used in support vector machines due to its
bility to handle complex, nonlinear decision boundaries in the data
68] . 

.5.2. Polynomial kernel 

A polynomial kernel is a type of kernel that can be used in SVMs. It
s defined as follows [68] : 

(xi , xj ) = (γx iT xj + r) d 

This is the equation for the polynomial kernel function used in sup-
ort vector machines (SVMs). The kernel function calculates the simi-
arity between two data points, xi and xj, by computing the dot product
f their feature vectors and raising it to the power of d, while adding a
snippet. 
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Table 1 

Features and definition. 

SN. Feature Description 

1. Server Form Handler (SFH) When user submits information, it is transferred to a server for processing, typically on the same domain, but phishers may use an 
empty server form handler or transfer the information to a different domain. 

2. Pop-up Windows High prevalence of pop-up windows pre-empting users to enter their personal identifiable information is more likely to be associated 
with phishing sites. 

3. SSL Certificate HTTPS protocol presence indicates a legitimate website, but phishers may use fake HTTPS, hence verify HTTPS by trusted issuers (e.g., 
GeoTrust, GoDaddy, VeriSign). 

4. Web Redirect Phishers often use link redirection to deceive users into submitting their information to a fraudulent site, making it difficult for users to 
detect the real link they are being directed to. 

5. @ Symbol The ‘‘@’’ symbol leads the browser to ignore everything prior it and redirects the user to the link typed after it. 
6. Web Traffic Phishing websites have low web traffic and short life, whereas legitimate websites have high traffic and lower rank, typically less than 

or equal to 150,000 according to Alexadatabase. 
7. Long URL Phishers may hide parts of the URL to redirect user information or upload pages to suspicious domains, with no reliable length to 

distinguish phishing from legitimate URLs, but a length greater than 54 characters may indicate a phishing URL [66] 
8. Age of domain Websites with a duration of less than 1 year of online presence may be deemed risky. 
9. IP address Using an IP address in the domain name of the URL is an indicator someone is trying to access the personal information. This trick 

involves links that may begin with an IP address that most companies do not commonly use any more. 

Fig. 8. Use case diagram. 
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Fig. 9. Sequence diagram. 
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onstant r. The value of 𝛾 determines the width of the kernel and affects
he smoothness of the decision boundary. The polynomial kernel is used
o transform the input space to a higher dimensional space to achieve a
etter separation of data points [68] . 

.6. Web application implementation 

To build the web application for prediction, SVM model was used
nd two kernels of radial basis function and polynomial function were
ested. Given that the polynomial function performed better as a kernel,
he model was saved as a pickle file and imported into Visual studio
ode which is a lightweight but powerful source code editor running on
 local machine. Using Flask as a Python web framework that provides
seful tools and features that make creating web applications easier,
t was possible to feed input data as a python variable for output pre-
iction appearing as a HTML file. Flask is very important in this web
pplication implementation because, it allows for the integration of ML
odels created using sklearn library in python into an interactive ap-
lication for users. Since this is a web application, javascript was used
s the programming language, HTML was used to structure the appli-
ation and CSS to design and layout the webpage. Furthermore, to en-
ure the continuous growth of the data, a database was designed using
ySQL database running on the local machine and it uses the port num-

er “3306 ”. The phishing table in the database captures all instances of
hishing prediction initiated by a user and saving the parameters into
he database. To get the application up and running, the local host ser-
ice was utilized at url “http://127.0.0.1:5000/ ”. This setup is what
llows the web application to run and carry out the functionalities it is
ntended to perform Table 1 . 

.7. User interaction 

To visualize the interactive behavior of the system, a use case dia-
ram is used as depicted in Fig. 8 . Which is very important for modelling
he dynamic behavior of a system. Another model used is the sequence
iagram as captured in Fig 9 . The sequence diagram shows how the dy-
amic scenario and message passing between multiple system objects
9

hen initiated by an actor or user. Finally, the appearance of a graphi-
al user interface (GUI) as implemented for the user to interact with to
redict a phishing website attack is captured in Fig. 10 . 

. Results and future scope 

From the results gotten at the first stage of this work, which is de-
eloping the machine learning model in the Anaconda environment us-
ng Python and relevant libraries such as Pandas for data manipulation,
atplotlib for visualization, and Sklearn as the algorithm for developing

he SVM model, the outcome of the model shows that the polynomial
unction performed better with 84.5 % accuracy, as captured in Fig. 6a .,
here the actual value is predicted in blue and the polynomial function

n red. In contrast, the radial basis function had an accuracy score of
2.6 %, as captured in Fig. 6b , where the actual value is predicted in
lue and the radial basis function in red. 

The dataset also provides nine features with succinct cardinality that
nable feeding the model finely into the web application framework
sing Flask. In machine learning, datasets with fewer but high-quality
eatures are better in producing more accurate results devoid of unnec-
ssary complexities. Even though 84.5 % is a good accuracy score for
he phishing prediction in comparison with the works of [69] with an
ccuracy score of 77 %, it is also worth mentioning that solving a multi-
lass classification problem in contrast to a binary classification prob-
em presents a layer of complexity that impacts the accuracy score of
he model. Also, the model is designed in such a manner that it will self-
mprove itself based on the prediction information inputted by the user.
his is essentially where the use of the database is paramount to support
ew data and feed it back to the model to self-correct in a simultaneous
ashion. 

In comparison with other works done on phishing detection using
achine learning, the scope covered by most authors [70–78] is devel-

ping the machine learning model using a programming language like
ython without paying attention to its practical application from a user’s
oint of view. The results of this work are a clear step beyond what is
ommonly obtainable because it provides an interactive means, as cap-
ured in Fig. 10 , where input data can be fed by the user in anticipation
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Fig. 10. Graphical user interface. 
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f a desired result. Depending on the parameters entered by the user, a
esult of legitimate, suspicious, or phishing will be returned. 

For the future scope of this work, it is worth mentioning that phish-
ng attacks are very dynamic in nature, and as soon as cyber crimi-
als are contained in their traps, they exploit other methods to ma-
euver the problem in order to gain an advantage. This work greatly
elies on known intrinsic attributes found on websites and selects key
eatures that are prevalent with substantial correlation with the legit-
mate or illegitimate status of unknown websites passed through the
L algorithm. Given the explosion of web technologies such as Django,
eteor JS, Yii, and Motion UI, these nine selected features may not

e sufficient to accommodate the newer trends in websites used by
yber criminals. Therefore, the scope of this work for the future will
e to explore newer trends in website phishing and continually make
rovision to evolve our web application and database to capture such
eculiarities. 

. Limitation 

The scope of this work primarily focuses on website phishing, even
hough there are other forms of phishing attacks such as spearphishing
nd email phishing that can potentially be devastating. The SVM predic-
ion model is based on a dataset of about 1400 records, which may have
ad an impact on the model’s accuracy; however, this work has reme-
iated that by providing a function that will allow that dataset to grow
hrough a database and that will enable the machine learning model to
onsistently correct itself, which will in turn improve the accuracy of
he model. 
10
. Conclusion 

Phishing attacks continue to pose a significant threat to website secu-
ity, but there are effective methods for detecting and preventing them.
ince it is a social engineering attack that exploits the naivety of a user,
uilding a web application that is user-driven, as this paper suggests, can
elp curb the menace that this kind of attack persistently poses. There
as been a large body of work proposing different methods; however,
he phishing trend still remains endemic. Not only has this work made
n effort to understand website phishing attacks on a deeper level, it has
lso stimulated the awareness of users from a security perspective to un-
erstand the features of a typical website that they should be suspicious
f. 
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