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Abstract—The investigation of the complicated underground
life via automatic technique is in high demand in recent days.
Using Convolutional Neural Network (CNN) to detect soil in-
vertebrates is an interesting approach, although most studies
on the topic have focused on other solutions. The creation of
state-of-the-art technique through this work will be a significant
step in soil ecology, bio-science and agriculture in effectively
exploring the different types of invertebrates, their behaviors
and interactions. In this paper, generating and annotating images
containing seven classes of invertebrates is firstly presented. Then
various automatic detections of the invertebrates using YOLOv5
algorithm on these images are performed and evaluated.

Index Terms—Soil fauna, invertebrate detection, small object
detection, invertebrate dataset, YOLOv5, cluttered background.

I. INTRODUCTION AND MOTIVATION

The study of biological diversity and activity in soil is
a very challenging topic [1] [2]. Knowledge on organisms’
activity and interactions is important, since it is at the core of
ecosystem functioning. Soil organisms are involved in most of
the functions that support ecosystem services to human well-
being. Among them, we can cite soil physical and chemical
fertility, maintaining a balanced climate and water cycling,
production of food and fibers, etc. Preserving, enhancing
and managing soil biodiversity is crucial for a sustainable
development of our societies.

Except for some emblematic organisms (as, e.g., earth-
worms [3] [4], ants or roots [5] [6]), there is unfortunately
limited knowledge on soil fauna. Most soil organism monitor-
ing techniques are invasive and require soil excavation (coring,
hand sorting, etc.). In particular, biologists lack information
on the spatial and temporal distribution of soil organisms. At
fine temporal scale, there is almost no data on organisms’
daily rhythms or on possible movements in the soil with
regard to environmental conditions (e.g., vertical migration
linked to daily changes in soil conditions). On a broader
temporal scale, the seasonal succession of the different taxa
is very laconic and deserves more attention. Indeed, samples
are taken once or twice a year, during the expected main
period of activity (spring or autumn). Sampling campaigns

often depend on organizational contingencies like agricultural
practices (e.g., tillage or pesticide use) or availability and
capacity of extraction devices (e.g., number of samples in an
extractor). Another major constraint in soil ecology studies is
that interactions between organisms are not observed, but have
to be inferred from the co-occurrence of individuals in the
collected samples. For instance, a trophic interaction would
be inferred from the simultaneous presence of a prey (e.g.,
collembola) and a predator (e.g., myriapoda) in a soil core.
Furthermore, the soil is a heterogeneous habitat structured by
aggregates and porosity, more or less connected, which limits
the effective interactions.

The development of image-based monitoring of biodiversity
enables to overcome these methodological constraints. The
installation of waterproof scanners in fixed locations allows
the acquisition of in situ images of soil. These image-based
monitoring techniques generate larger datasets in terms of size
than those usually handled [7]. Therefore, the manual analysis
of the images is very time-consuming, especially since many
images do not contain any organisms. In addition, there is a
bias inducted by the observer with subjective decisions making
about the information to extract [8]. Thus, the development of
image-based biodiversity monitoring must be accompanied by
the development of automated and reliable analysis tools.

In the state of the art, there is currently no work for detecting
soil organisms in the soil using Neural Networks (NN) on
images. Only detection by X-Ray tomography, or through
acoustic systems could be found as in [9]. Besides, some recent
work has shown progress in invertebrate automatic detection,
but only out of the soil [10].

In this contribution, efforts have been made to automate
the detection of objects of interest (soil fauna) in images of
truffle soil with little variation in humidity. All the images
used are scans of the same soil area, therefore the background
is almost the same in all of the images. The YOLOv5 [11]
algorithm has been used and trained to automatically detect the
invertebrates, and assign a label to each object. This involves
image dataset creation, annotations, feeding the annotated data
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Fig. 1. Organism types/classes demonstrating the inter and intra class variation and complexities.

to the deep neural network (here YOLOv5 models), training
the network and consequently detect the invertebrates with
the correct labels. The performance of the proposed system is
evaluated with standard evaluation metrics, and the obtained
results are in free form although usable by non-computer
specialists.

The main purpose of this work consists in showing pioneer
results in automatic invertebrate detection in soil images. This
contribution paves the way for further progress in this field.
There are 2 main challenges in this study:

• The size of the invertebrates is very small compared to the
image resolution: few pixels are available for the model
to deduce characteristics from each type of invertebrates.

• The images contain cluttered backgrounds, which makes
it harder for the model to make reliable predictions.

II. DETECTION METHOD USING YOLOV5 ALGORITHM

The choice was made to do supervised machine learning,
in other words: images were annotated to train the model.

A. Dataset Creation

Scanners of size A4 were placed underground for the
acquisition of the source images. Each scanner takes an image
every six hours, all year round, from 2015 to 2018. The
obtained images are TIFF files of resolution 10192×14039
pixels. The initial resolution is too large to easily spot the
invertebrates, and, more importantly, to be able to feed it as
input to the NN, here YOLOv5. To work around the problem,
the images were sliced into 90 sub-images of size 1019×1559.

A ground truth dataset of the pre-processed fauna images
has been created using Plainsight™ software. The annotations
were limited to the 7 most observed types of invertebrates,
namely: myriapoda, aphidoidea, diplura, enchytraeidae, lum-
bricidae, formicidae, and collembola as depicted in Fig. 1.
More than 600 images were annotated for a total of 908
organisms’ landmarks. 10% fauna-free images were also added
to the annotated images afterwards to improve the model
performances. As a rule of thumb, the dataset has been divided
into the training (80% of the images in the dataset), validation
(10%) and test (10%) sets.

Nevertheless, this dataset has a few downsides that should
be highlighted. The background of the images could be qual-
ified as “noisy”, due to the granularity of the soil, creating a
cluttered background, as illustrated in Fig. 1. Another difficulty
is that some plant structures are similar to invertebrates (myri-
apoda are sometimes hard to distinguish from roots). It is also
important to note that in the dataset, the number of organisms
is different for each category. Some groups such as aphidoidea,
collembola or lumbricidae are poorly represented, creating a
problem called class imbalance in machine learning. In that
respect, the distribution of the labelled organisms dataset is
illustrated in Fig. 2.

B. Evaluation Metrics

As a base to evaluate models and define evaluation metrics,
4 quantities need to be set:

• True Positive (TP ): correctly detected object.
• False Positive (FP ): incorrectly detected object.
• True Negative (TN ): correctly undetected object.
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Fig. 2. Composition of the full dataset for train, validation and test.

• False Negative (FN ): incorrectly undetected object.
Based on these 4 logical values, many evaluation metrics

are defined, such as Precision and Recall:

Precision =
TP

TP + FP
and Recall =

TP

TP + FN
. (1)

The choice of which metrics to optimize is made according to
the desired final application of the neural network.

Here, the Recall measure, which measures the proportion
of correctly found organisms among all organisms that can be
found, was prioritized to evaluate the models. Maximizing this
magnitude allows the model to identify as many organisms as
possible, even if it means showing false positives. Indeed, the
aim of automatically detecting soil fauna here is to gain time
on filtering the huge number of images sent by the scanners.
The model has to sort out the images containing objects of
interest, but these images are all meant to be reviewed by the
researchers who need to get information from it. However, it
is also important to maintain a reasonable Recall/Precision
compromise. Indeed, if too many false positives are detected
(as roots or granular soil), the time gained thanks to the pre-
processing done by the model is lost.

C. YOLOv5 Description

The chosen CNN model for this study is the YOLOv5
offered by Ultralytics [11]. YOLOv5 is the benchmark model
among the current deep CNN object detection architectures
(e.g., Faster RCNN, RetinaNet, SPP-net, etc.) thanks to its ease
of use and adaptability to specific problems. These relevant
factors motivated the choice of YOLOv5 considering the
problematic of small and complex object detection.

YOLOv5 is the fifth version or the YOLO (You Only Look
Once [12]) algorithm, which is a reliable detector based on
Deep Convolutional Neural Network and remains commonly
used for real-time object detection. YOLOv5 is a family of
object detection architectures pre-trained on the COCO dataset
[13]. Each YOLOv5 architecture is a network consisting of
three parts: (i) Backbone: CSPDarknet, (ii) Neck: PANet,
and (iii) Head: YOLO Layer. The data are first input to

CSPDarknet for feature extraction, and then fed to PANet for
feature fusion.

There are 5 different YOLOv5 categories of models, corre-
sponding to 5 levels of architectural complexity. By increasing
complexity, these versions are 5n, 5s, 5m, 5l, 5x. For inver-
tebrates’ detection, the 5n and 5s models are not suitable, as
will be explained later in Sec. II-E. Moreover, 5x are very
complex, and therefore, difficult to train on small machines
(calculation time and memory required). It is better to discard
them at the start of the experiments. In this work, mainly the
5l model was used.

D. Areas of Optimization

Many ways of affecting the model’s performances were
identified. Accordingly, multiple parameter combinations were
tested to get the best results from the YOLOv5 models.

However, since the dataset was quite small, and since deep
learning model performances improve with the size of the
datasets (i.e., as data hungry systems, the more the amount of
data is high, the better the results are), transfer learning was
used. The weights of pre-trained models of YOLOv5 were
thus initially taken to optimize the results of the training on
our custom dataset. Moreover, due to computer calculation
limits, the largest models from YOLOv5 such as yolov5l6
with images of size 1280×1280 as inputs could not be used,
and the batch size was limited to 3. Trainings were also not
always taken to over-fitting phase because they were very time-
consuming (14 hours for 50 epochs).

Among the different options that could be tested through
the training, there is:

(i) The complexity of the neural network (YOLOv5s,
YOLOv5l, etc.).

(ii) The size of the input images, by cropping initial input
images in order to see the effect of image compression
by the model. Indeed, when an image has too large di-
mensions, the model compresses it until both dimensions
respect the model’s size limit.

(iii) The number of different objects to detect (detecting all
7 invertebrates, removing enchytraeidae, or detecting all
the invertebrates as Invertebrates).

(iv) The value of YOLOv5’s scale hyper-parameter, which is
related to data augmentation to process the images with
different scale ratio.

(v) The Initial Learning Rate (LR0) hyper-parameter of
YOLOv5 that controls the speed of convergence of the
gradient descent.

To get a quick idea of the impact of the different parameters,
tests on a smaller dataset containing about 270 images were
carried out. The number of epochs for these tests was also
usually lowered to 25. The final models, presented in more
details in this paper, were however trained with 50 epochs on
the full dataset to get better results.

E. Performed Optimization

Concerning the hyper-parameters, two tests were carried out
to make a first choice for the values of the scale and initial
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Fig. 3. Metrics for single invertebrate detection model on validation set.

learning rate. Two trainings were performed with similar con-
ditions, but had a different scale value: scale = 0.4 gave better
results than scale = 0.5. The same way, two trainings with
different initial learning rate (LR0) values were performed:
the comparison between the values 10−3 and 10−2 was not
conclusive because of the limitations of YOLOv5s model used
for this experiment. Undoubtedly, there are opportunities for
further optimization with the hyper-parameters tuning of both
the initial learning rate and scale, but also of all the other
available hyper-parameters (learning rate finder, momentum,
weight decay, etc.) that were not investigated here.

Meanwhile, better results were obtained with a single label
to predict, or when enchytraeidae were removed. The compar-
ison can be made with the results presented in the Figs. 5 and
6, see Sec. III. The choice of the number of labels to detect
depends on what will be preferred for network application.

Furthermore, concerning the effect of cropping the images,
only a single comparison test could be performed. The results
were quite similar between cropped images and original ones,
but this is probably due to the chosen scale of 0.4 that
renders an image of the same format as the cropped ones.
The influence of this parameter along with the scale value
could be studied further.

Usually, the analysis of the outputs when distinguishing
the 7 soil fauna groups shows that the results (both in
Precision and Recall) are better for myriapoda and diplura.
There is an under-representation of aphidoidea, collembola,
lumbricidae and technical difficulties in locating enchytraeidae
and formicidae to watch out for.

III. RESULTS: TRAINING, VALIDATION AND TEST

In this section, the results for a model detecting all 7
invertebrates’ types, as well as the results for a model de-
tecting a single label are presented. Both were trained on the
entire dataset (over 500 images); however, the latter gets, as
expected, better results for training. Detection on test images
confirms the gap of performances. However, the usage meant
for the model in this study implied to keep the detection of the
7 invertebrates, which is why both models’ results are further
developed here.

A. Training and Validation

1) Single Invertebrate Detection:

This training was made with the following parameters:

• The model YOLOv5l6 was used with an image size
parameter of 640.

• 50 epochs of batch size 3 were run.
• An initial learning rate of 0.001 and a scale of 0.4 were

chosen for the hyper-parameters.

The Fig. 3 shows the evolution of Precision, Recall and mul-
tiple loss metrics during the training of the single invertebrate
detection. Due to computer limitations, the training had to be
divided into 2 sequences. On Fig. 3, the results for the first part
(40 out of 50 epochs) are displayed. From the Fig. 3(b), i.e.,
the loss measures, it can be deduced that the training could be
continued since the Loss measures are still decreasing. This
was also the case when the 50th epoch was run. In Fig. 3(a),
the measure Recall is almost increasing as fast as Precision,
but stays slightly inferior. The model converges to a Precision
of about 0.8 and a Recall of 0.7 according to the measures
on the validation set. Since the metrics were not improving
a lot after the 10th epoch, and because the experiment was
very time-consuming, the training was interrupted at the 50th
epoch before reaching over-fitting. This proves that the results
could be better. However, the slow improvement of the metrics
indicates that the main limitation to get a good detection model
is the quality and quantity of labeled images (as expected).

2) Multiple Invertebrates’ Detection:
This training was made with the following parameters:

• The YOLOv5l algorithm was used with an image size
parameter of 640.

• 50 epochs of batch size 3 were run.
• An initial learning rate of 0.001 and a scale of 0.4 were

chosen for the hyper-parameters.

As for the single invertebrates’ detection, the training of
the 50 epochs has been divided into 15 and 35 epochs. The
measures on the validation set for the last 35 epochs are
displayed in Fig. 4. Similar observations on the evolution
of the curves can be made: the biggest augmentation for
Precision and Recall, and the biggest decrease in losses happen
during the 10 first epochs. For the 35 epochs presented, the
losses keep on decreasing, so the model is still not over-fitted.
However, the evolution for Precision and Recall is interesting
to focus on for the last epochs: the Precision suddenly drops
while the Recall rises to the same value as Precision. No



15 20 25 30 35 40 45 50
0

0.2

0.4

0.6

0.8

1

epochs

precision
recall

20 30 40 50
0

1

2

3

4

5
·10−2

epochs

bounding boxes
position loss

number of objects
detected loss

correct label
assignment loss

(a) Precision and Recall on validation set (b) Loss measures on validation set

Fig. 4. Metrics for 7 invertebrates’ detection model on validation set.

explanation to this observation could be found. Nevertheless, it
indicates that even with multiple object detection, the model is
able to improve itself on not missing the invertebrates. At the
end of the training, Precision and Recall are both at about 0.6,
which is as expected lower than the results for single object
detection. It should be reminded that, as mentioned in Sec.
II-E, the global results could be already better with the same
training conditions if the enchytraeidae were removed.

B. Test

The curves displayed in this section were obtained with the
test set.

1) Single Invertebrate Detection:
Figs. 5(a) and (b) represent respectively Precision and

Recall results by the Confidence threshold. The Confidence
threshold can be chosen afterwards, depending on the appli-
cation of the model by analyzing those 2 curves. The higher
the Confidence threshold, the lower the Recall (and FP ) and
the higher the Precision (and FN ). Here, the Confidence
threshold does not need to be higher than 0.72. Indeed,
according to Fig. 5(a), above this value all the invertebrates
detected are assigned to the right label. In opposition, Fig.
5(b) shows that even by lowering the Confidence threshold to
0, all invertebrates will not be detected by the model. This
underlines the limitations of doing object detection on small
objects with such a cluttered background.

To get equivalent results for both metrics, a Confidence
threshold around 0.35 can be set. This enables to get a
Precision and a Recall both of approximately 0.7. The Fig.
5(c) can help to make a compromise between Precision and
Recall. It can also be noticed that this result is coherent with
the results obtained on the validation set, which confirms that
the model is not over-fitted.
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Fig. 5. Metrics for single invertebrate detection model on test set.

2) Multiple Invertebrates’ Detection:
In Fig. 6, Precision - Confidence, Recall - Confidence

and Precision - Recall curves were also used to evaluate
the 7 invertebrates’ detection model. As mentioned during
the description of the dataset, there were not enough images
containing collembola, lumbricidae and even aphidoidea. This
explains why few points are available in Figs. 6 for those
invertebrates. The results for these 3 animals are thus not
reliable. It is also interesting to notice that for enchytraeidae,
the smallest studied species, Precision and Recall are always
lower than the average. Meanwhile, for formicidae, the second
smallest species, which are more represented in the dataset
as the enchytraeidae, the results are better than average.
This confirms that the NN is hindered by both too small
objects to detect, and objects that are difficult to distinguish
because of the noisy background. Meanwhile, it confirms that
improvements can be obtained by increasing the population
of a class. The best results are obtained for myriapoda, and
results for diplura are quite similar to those of formicidae.
Their proportion in the dataset was the highest, and they are
both not as small as enchytraeidae.

A better dataset and further training would be needed to
see how much the constraints linked to the detection of
invertebrates such as enchytraeidae is preventing from getting
better results. At the moment, the model barely enables to
get a compromise of 0.5 in Precision and Recall for them
(see Fig. 6(c)). In opposition, myriapoda, which gets the best
results, can be detected with a Precision and Recall of almost
0.8. A similar (and even better) result could be expected as
the average of all invertebrates’ detection, if their sizes were
close to the myriapodas’ one, if the dataset was bigger, the
categories better distributed, and if the training was further
continued.

Some visual output examples of the solution developed
are shown in Fig. 7. These images are cropped from the
original outputs, being images of size 14039×10192. FN
were difficult to find with a Confidence threshold equal to 0.25
for instance, which is the default threshold of our solution (to
prioritize Recall over Precision). For the examples of Fig. 7,
a Confidence threshold of 0.5 has been chosen. Furthermore,
the values displayed near the labels of the bounding boxes are
the Confidence with which the model has made the prediction.
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IV. CONCLUSION

In this paper, the automatic detection of invertebrates in soil
images using YOLOv5 has been tested and evaluated. This
pioneer work sets a baseline to deepen the study of soil fauna
via image analysis combined with CNNs. The best model
obtained for the single object detection is characterized by
values of 0.7 for both Precision and Recall. It is not satisfying
enough for the outputs of the model to be reliable. More
importantly, it does not fully satisfy the needs of underground
biology researchers, since it still makes a significant number of
errors, and it does not distinguish species. However, this result
is higher than what was first expected, and we are confident
for further research and testing to produce usable results.
Indeed, there are several ways that could much improve the
results. Firstly, other CNN frameworks may be more adapted.
Secondly, even with YOLOv5, a broader optimization of the
parameters, the usage of fine-tuning, as well as increasing the
number of epochs for the training might enhance the detection
quality a lot. Finally, increasing the dataset size, balancing the
labels, and improving the annotating protocol with an Inter-
Annotator Agreement (that could help to minimize annotation
errors due to wide images, cluttered background, invertebrates
having similar shapes and colors as roots or granular soil)
would be great improvements.
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