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Centroid human tracking via oriented detection in overhead fisheye
sequences

Olfa Haggui1 · Hamza Bayd1 · Baptiste Magnier1

Abstract
Pedestrian tracking is highly relevant to the understanding of static and moving scenes in video sequences. The increasing 
demand for people’s safety and security has resulted in more research on intelligent visual surveillance in a wide range of 
applications, such as moving human detection and tracking. With the great success of deep learning methods, researchers 
decided to switch from traditional methods based on hand-crafted feature extractors to recent deep-learning-based 
techniques in order to detect and track people. In this work, the topic of person detection using a Top-view moving fisheye 
camera is addressed using a deep learning detector combined with a centroid technique in order to track a selected person. 
Although the fisheye camera is a useful tool for video monitoring, most object detection techniques use classical perspective 
cameras, with (or without) deep learning. However, due to the distortions of fisheye images, we expect to have higher 
requirements and challenges on pedestrian detection using this type of device. In this paper, an end-to-end people detection 
learning method is proposed; it is based on a YOLOv3 detector that detects people using oriented bounding boxes. The 
proposed model customizes the traditional YOLOv3 for the detection of oriented bounding boxes, by regressing the angle 
of each bounding box using a periodic loss function. With rotation bounding box prediction, the new approach is efficient, 
reaching 98.1% of true detection. This detection model is combined with a centroid tracker in order to track a single person 
by identifying the trajectory, estimated angle of rotation and target distance. Finally, the proposed method is evaluated on a 
new available dataset where rotated bounding boxes represent annotations from several fisheye videos.

Keywords Human detection · Tracking · Moving fisheye camera · Deep learning · YOLOv3 · Centroid tracker

1 Introduction

In recent years, significant progress has been made in
computer vision regarding people detection and tracking
challenges, notably with advances in network technology.
Within this context, the typical cameras used in visual surveil-
lance include perspective and fisheye cameras. Regrettably,
most of the existing research uses perspective cameras, as
they generate views similar to human visionwith, in addition,
small image distortions. However, the main disadvantage of

B Olfa Haggui
olfa.haggui@mines-ales.fr

Hamza Bayd
hamza.bayd@mines-ales.fr

Baptiste Magnier
Baptiste.Magnier@mines-ales.fr

1 EuroMov Digital Health in Motion, Univ Montpellier, IMT
Mines Ales, Ales, France

perspective cameras is their limited field of view. Therefore,
the automatic use of algorithms for standard cameras is not
directly applicable to fisheye images, as most methods in
computer vision focus on narrow field-of-view cameras with
mild radial distortion [17].

People detection and tracking via video frames captured
by fisheye cameras have received massive attention due to a
certain number of advantages in visual surveillance applica-
tion such as the broad field of view. A fisheye lens enables
images to be acquired with a viewing angle of approximately
180 degrees by a single camera in order to create a panoramic
view of the surrounding. However, the major challenge is to
take into consideration the radical distortions obtained in the
image. In this context, pedestrians in a fisheye image appear
in different shapes, sizes and at various orientations, such as
upright, upside down, horizontal or diagonal. Unfortunately,
most of the existing people detection algorithms are designed
for standard/perspective camera images where people appear
upright. This paper focuses on the problem of people detec-
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Recently, with the advent of Deep Learning, numerous
benchmarks and datasets have been created in order to train
and evaluate people detection and tracking algorithms with
high accuracy and in real time. Some algorithms are based
on classification work in two stages. First, the Regions of
Interest (ROIs) are detected, here detected people. This is
a pre-processing step, consisting in dividing an image into
several regions using basic segmentation, mainly based on
colors or contours. Then, these regions are usually classi-
fied usingConvolutional Neural Networks (CNNs) or SVMs.
This process is very slow because every selected region must
be predicted. In this context, the most popular algorithms are
the Region-based Convolutional Neural Network (RCNN)
and its Fast-RCNN [1] and Faster-RCNN [2,4] versions.

Instead of a selection of ROIs from the image, classes and
bounding boxes (BBoxes) are predicted for the image in one
run of the algorithm based on regression as in thewell-known
YOLO (You Only Look Once) [11] and SSD (Single-Shot
multibox Detection) mobilenet [15,16] algorithms. Much
research has addressed the topic of top-view person detection
with a static fisheye camera,mostlyYOLO-based techniques.
In [14], a rotation-invariant training method is applied,
using randomly rotated standard images (i.e., captured by
a perspective camera), without any additional annotation
to simulate people’s various poses and orientations in fish-
eye images. Another YOLO-based people detection method
adapts YOLOv3 trained on standard images [12], especially
for people counting [33]. In this technique, each image is
rotated in 15◦ steps; then, YOLO is applied to the top-center
part of the image followed by post-processing to removemul-
tiple detections of the same person. Recently, the algorithm
proposed in [24] provides much faster and more accurate
results than previous algorithms aimed at people detection in
fisheye images, without any pre-processing. Based on a deep
learning technique, its goal is to predict BBoxes of people,
with a certain center and size, and also the angle of each
BBox.

For human tracking, the key purpose of the techniques
is to detect the person in a video sequence and sustain the
tracking information in successive frames in order to find the
trajectories of each detected object. In that respect,most stud-
ies use deep learning-based detection and tracking models.
To detect or identify the object (i.e., person), a convolu-
tional neural network is combined with a tracking algorithm.
Generally, this type of model uses a detector to first detect
the object, and then, subsequently a tracker is initialized
to track the detected object. Several people-tracking algo-
rithms, mostly YOLO-based detectors, have been proposed
recently [62,63], respectively, combined with a Hungarian
or SORT tracker. Another recent algorithm [59] makes use
of the real-time performance of a SORT tracker and YOLO
detector. Recent research has also attempted to use a deep-
learning-based Long Short-Term Memory (LSTM) method

Fig. 1 Fisheye camera.On the left: fisheye lens used in our experiments:
2/3 “Format C-Mount fisheye lens 1.8mm FL, with a horizontal field
of view, 1/2” sensor for 185◦. On the right: diagram of the experimental
protocol

tion from video sequences recorded by top-view moving
fisheye cameras, as represented in Fig. 1, right. Over the
past decade, a significant improvement has been witnessed
with the help of traditional handcrafted features and mod-
els based on end-to-end learning. Among traditional people
detection algorithms, the most popular ones for pedestrian
detection concern HOG (Histogram of Oriented Gradients)
and ACFs (Aggregate Channel Features); they have been
used with overhead fisheye images. For example, in [18], a
human detection algorithm based on the histogram of HOG
features and an SVM (Support VectorMachine) classifier are
combined after rotating each search window on a radial line
to the vertical reference line. Another method in [5] is based
on HOG and LBP (Local Binary Pattern) features followed
by a SVM classifier to model people as upright cylinders and
derive a series of elliptic detection masks whose size dimin-
ishes with the distance from the image center. In [3], ACFs
are trained on side-view, standard lens images for pedes-
trian detection without unwrapping a fisheye image into a
panoramic image.

In the context of tracking with a fisheye camera, most
modern trackers follow the tracking-by-detection paradigm.
In fact, an off-the-shelf object detector first extracts all
objects in each individual frame. Although many feature-
based trackingmethods have been proposed and experiments
haveproved their robustness and effectiveness, unfortunately,
none of them are used for fisheye tracking and a more
powerful feature representation is needed for fisheye tar-
get deformation. However, various traditional methods have
been used to track people without the need for a detection
phase. These methods are usually based on correlation filter
tracking [53,54,56] (see also details in [32]), which attempt
to solve the interference of fisheye deformation in target
tracking since target features have been proved to be the
most important factor for improving tracking performance
using a feature integration method. In order to meet real-
time requirements, works based on a particle filter tracking
algorithm [51,52] have been proposed; they integrate a best-
view selection strategy to ensure tracking consistency across
single and/or multiple fisheye cameras.



[61] to extract the target, and Convolutional Neural Network
(Faster-RCNN) [57] has also been adopted in combination
with Generic Object Tracking Using Regression Networks
(GOTURN) architecture.

Compared with existing works, the technique proposed
in this paper is the continuation of our previous paper [31]
to achieve the detection and tracking of people in a com-
plex scene recorded by top-view moving fisheye cameras.
Clearly, the work proposed in [31] presents the first part of
our work for detecting humans by a moving fisheye camera
without any tracking processing. Therefore, in this paper, we
exploit the performance of the detection method presented
in the previous work to increase the degree of realism and
accuracy suited to the existing tracking goal. To do so, we
propose a Centroid tracking method which is combined with
our detector in order to properly position the target through-
out the sequence.

No constraints on people’s movements are established,
i.e., people can stand, sit, walk, kneel down, push objects and
occlude each other for long periods of time. The proposed
method does not compute the differences between images
to extract moving objects, and it also runs with moving fish
eye cameras. Moreover, this method does not require any
camera calibration. To achieve this work, a new Top-view
people detection dataset is introduced.

The main contributions of this work can be summarized
as follows:

• An end-to-end neural network is proposed. It extends
YOLOv3 to oriented people detection in top-viewfisheye
images, based on a periodic loss function for bounding
box angle that facilitates the handling of a wide range of
human body poses.

• A Centroid tracking method is utilized in order to locate
the person’s position in the image with respect to the
scene coordinates.

• The angle of displacement from the center of the fisheye
camera is estimated, then thedistanceof eachperson from
the camera in meters and the trajectory and displacement
vector.

• A new dataset for oriented people detection from top-
view fisheye cameras is introduced that includes a range
of challenges which can also be useful for tracking tasks.

2 Background study and related works

Basedon the studies and researchpreviously carried out in the
field of person detection and tracking, we will briefly men-
tion the traditional techniques utilized for detecting people, in
particular on fisheye images. In this section, on the one hand,
wewill brieflymention existing detection techniques for fish-
eye cameras and, on the other hand, those used for tracking

people by machine learning methods, more precisely Deep
Learning.

2.1 Person detection in fisheye images

Detecting humans in images is a challenging task owing to
their variable appearance and wide range of poses, especially
with fisheye camera. As well-known traditional methods,
people detection algorithms using classical feature extraction
such as HOGs (Histograms of Oriented Gradients) or LBPs
(Local Binary Patterns) have been applied to fisheye images
[3,5,18]. Recently, an algorithm for detecting people using a
single downward-viewing fisheye camera, proposed in [48],
modeled people as upright cylinders and derived a series
of elliptic detection masks whose size diminishes with the
distance from the image center. They applied four SVM clas-
sifiers to features derived from each detection mask: HOG
and LBP features from full-size and half-size masks. The
final result is a linear combination of scores from two pairs
of SVMs for HOG and LBP features. Another method for
automated people detection using a fisheye-lens camera was
proposed in [49]. Here, a probabilistic appearance model is
built by means of kernel ridge regression. The features of
body silhouette and head-shoulder contour are extracted from
the human images taken at various distances and orientations
with respect to the camera. Human detection is formulated as
aMaximumAPosteriori (MAP) estimation using thismodel.
Another technique is proposed in [37] to detect people in
fisheye images; each fisheye image is rotated through small-
value angles. Then, the HOG features are extracted from the
top part of the image and the SVM classifier is applied to
finalize the detection. Subsequently, in [38], a Near Ground
Point Projection (NGPP) algorithm is used to detect various
moving objects such as vehicles and pedestrians in fisheye
images. This technique combines the method of detecting
moving objects based on a point in the fisheye image and
the method of compensating for motion based on the image
region to filter out false detection results.

The problem of person detection, especially on fisheye
images, has been increasingly studied in computer vision.
Indeed, thanks to the results achieved by the Deep Learn-
ing technique, researchers are continuing in this direction
in order to meet the needs of detection applications. Deep
Learning is often used because the results of previous stud-
ies show significant progress in the detection of people on
fisheye images. Among these techniques, the most used
are: YOLO, SSD, R-CNN, Fast R-CNN and Faster R-CNN.
Based on these algorithms, there are also studies that have
been conducted in order to create new methods or improve
the performance of detection results for existingmethods. As
an example, to build a detector for deformed objects in a fish-
eye image, themain idea in [39] is to train a rotation-sensitive
neural network based on YOLOv3. A theta parameter is



tion filters enable target tracking on fisheye videos in [54],
incorporated in the Kernelized Correlation Filtering (KCF)
method. A discussion in [53] concerns an improved method
of moving object detection and tracking in fisheye video
sequences which are based on the moving blob method. This
method is divided into two main steps: the first corresponds
to the detection of themoving blobs through background sub-
traction while the second tracks themoving objects bymeans
of the determined moving blobs. In [60], a human tracking
spacewhich expresses position andmovement information is
proposed, using a fisheye lens camera. The tracking space, in
particular, shows a characteristic and simple pattern for the
locus of human movement. Using this space, it is possible
to discriminate the locus deterministically. In [55], another
algorithm is proposed for 360◦ detection and tracking of
both pedestrians and vehicles using multiple fisheye cam-
eras. The approach starts by unwrapping the fisheye image,
thereby enabling the chosenmodel to have overlapping fields
of view between adjacent cameras. Secondly, Soft-Cascade
with the ACF (Aggregated Channel Features) detector is
used to detect both vehicles and pedestrians. The outputs
from all views are combined with each other and, finally, the
Unscented Kalman Filter tracks all obstacles by following an
object moving around the vehicle through different fields of
view. Another method is proposed in [56] for tracking human
position and head direction from a ceiling-mounted fisheye
camera. A fisheye HOG descriptor is developed as a substi-
tute for HOG, where the human body and head are detected
by the proposed descriptor and tracked to extract head area
for direction estimation. Owing to the above-mentioned lim-
itations of handcrafted based approaches, which show the
weakness of the trackers because of the big distortion of fish-
eye images, especially when too many objects are in their
periphery, many researchers have focused their works on
deep learning-based approaches in order to overcome these
limitations. Several approaches to person tracking have been
explored using the deep learning technique with a normal
embedded camera in different scenarios. The method in [64]
is presented using a deep Reinforcement Learning (RL) tech-
nique, based on a single object tracker that tracks an object
of interest in drone images. Also, a Convolution Neural Net-
work (CNN) is used in [63] to detect and the Hungarian
Algorithm (HA) to track detected humans in a drone image.
For top-view images or video sequenceswhich provide broad
coverage of the scene or field of view, a deep learning-based
person-tracking detection framework is proposed by [62];
it includes detection by YOLOv3 and tracking by a Deep
SORT (Simple Online Real-time Tracking) algorithm using
an IP (Internet Protocol) camera to provide a framework
using 5G infrastructure for top-view multiple people track-
ing. In a recent work, a CNN tracking technique for multiple
people tracking in overhead-view indoor and outdoor envi-
ronments is developed in [57]. This work mainly focuses on

therefore introduced to calculate the rotation angle of the
detected object. Based on the YOLOv3 architecture, a new
rotation-sensitive end-to-end fisheye image person detection
method namedRAPID is implemented in [40]. Also based on
the YOLOv3 architecture in [41], the authors proposed a new
technique of top-view pedestrian detection in fisheye images.
Firstly, they make a transformation of individual perspective
views form several views from one fisheye image. Instead of
performing detection in these views separately, they combine
them into a square composite image, on which the pedestrian
detection is performed, and finish by mapping bounding box
generated by the object detector from the perspective views
to the fisheye frame.

This process is applied to detect pedestrians in fisheye
images viewed from above (top view). To solve the compu-
tational cost problemandperformance degradation caused by
various transformations, a rotation-invariant training method
during pedestrian detection in a fisheye image is proposed in
[42]. It uses only randomly rotated perspective images with-
out any additional annotation. In [43], the complexity of using
fisheye lenses for top-view person detection is demonstrated
using the Aggregate Channel Features (ACF) detector.

Alternatively, to detect people in a top-viewfisheye image,
in [44] the image is unwrapped before sending it to the ACF
detector classifier. In [45], two methods for supervised peo-
ple counting using an aerial fisheye camera were proposed.
One concerns the adaptation of YOLOv3, trained on stan-
dard images applied to 24 overlapping and rotated windows.
In the second method, YOLOv3 is applied to windows of
interest extracted by background subtraction to produce the
number of people using a fixed camera.

2.2 People tracking

A review of the literature on people tracking is well beyond
the scope of this paper, so we will only mention a few exam-
ples of related works here. People tracking using overhead
fisheye cameras is an emerging area with sparse litera-
ture. “Overhead” means that the camera is perpendicular
to the ground and people are seen from above. As people
appear differently in fisheye images than when using per-
spective cameras, the processing must be completed using
other options. Consequently, to improve the target track-
ing performance, a pre-processing step is required in some
approaches. An improved particle filter tracking algorithm
is proposed in [51]; it is tied to fisheye camera calibration,
but it was not tested with overhead acquisitions. In order
to improve search accuracy, spherical projection is intro-
duced to solve the non-linearity of pixel resolution caused
by the distortions. Furthermore, the authors of [52] propose
a distributed framework for multi-pedestrian object tracking
across fisheye camera networks based on a particle filtering
algorithm. Aiming at the distortion handling, the correla-



overhead-view person tracking using a Faster Region Con-
volutional Neural Network (Faster-RCNN) in combination
with Generic Object Tracking Using Regression Networks
(GOTURN) architecture. Thismethod,which has been yield-
ing outstanding tracking results in recent years, is explored
for person tracking using overhead views. However, few
of these approaches have also used deep learning methods
for human tracking using fisheye cameras. Recently, CNN-
based algorithms have been applied with a fisheye camera.
A method based on Regions of Interest (ROIs) and a Deep
Neural Network (DNN) for real-time detection and track-
ing of moving and stationary object in fisheye images was
proposed in [58]. The algorithm works on 4 views captured
by fisheye cameras which are merged into a single frame.
The moving object detection and tracking solution uses a
minimal overhead system to isolate ROIs containing mov-
ing objects. These ROIs are then analyzed using a DNN
to categorize the moving objects. The work in [61] is a
novel network architecture based on Inception-v3, a deep-
learning-based Long Short-Term Memory (LSTM) method
for directly estimating human joint positions in a 3D space
from 2D fisheye images. The Deep Multi-Fisheye-Camera
Tracking (DeepMFCT) algorithm is proposed in [59] to
identify customers and locate their corresponding positions
from multiple overlapping fisheye cameras based on a single
camera tracking algorithm (Deep SORT). It establishes the
correlation between different single-camera tracks.

This study of the state of the art shows that there are
few works on pedestrian detection in fisheye images, using
traditional techniques or deep learning, nor the tracking of
people using deep learning methods and conventional meth-
ods. However, regarding pedestrian detection and tracking
using the deep learning technique, there are a limited num-
ber of approaches that apply to fisheye images in particular,
which perform poorly. This is themainmotivation to produce
a pedestrian tracking technique for fisheye images using the
deep learning method.

3 The proposedmethod

The emergence of deep learning has brought the best-perfor-
ming techniques for a wide variety of tasks and challenges.
Most of these challenges are centered around object detection
and tracking. In recent years, Convolution Neural Network
(CNN)-based architectures have shown significant perfor-
mance improvements that are leading toward high-quality
object detection,mainly regardingpedestrians,which reflects
the performance of such models in terms of mean Average
Precision (mAP) and Frames Per Seconds (FPS) on standard
benchmark datasets.

In the present paper, a deep learning based framework is
proposed utilizing object detection and tracking models and

using a moving fisheye camera for human tracking. In order
to maintain the balance between speed and accuracy, both an
improved YOLOv3 and the centroid tracker (see Sect. 6) are
utilized as person detection and tracking approaches while
surrounding each detected person with oriented bounding
boxes. The latter are utilized to compute the Euclidean dis-
tance between the centroids of the detected bounding box
(BBox). To identify the target, new object centroids for each
subsequent frame with an efficient computer representation
are used. Each frame retrieved is processed through the object
detection and tracking process. The proposed system is com-
posed of two major modules, as shown in Fig. 2: foreground
people detection and foreground tracking. They are described
in detail below.

3.1 Oriented people detection via fisheye cameras

3.1.1 Fisheye camera description

Usually, omnidirectional andfisheye cameras offer panoramic
views of 2π radian angles [26]. Catadioptric cameras are fit-
ted with specific mirrors, whereas fisheye devices only use
lenses; their angle of view can attain a 2π radian angle or
more. Wide-angle lenses therefore capture typically warped
images, creating the effect of a fisheye. Fisheye cameras are
amajor asset for several applications. These cameras are thus
popular in many fields of computer vision, robotics and pho-
togrammetric tasks such as navigation, localization, tracking
and mapping. A fisheye camera is a camera fixed to a front
lens group which appears as a single “big” lens, as shown in
Fig. 1, left. This device enables far greater negative refrac-
tion power than usual lenses, greatly increasing the back focal
distance and embracing wider fields of view [28]. In the con-
text of people detection, the wide field of vision provided
by these cameras makes people look inclined and distorted.
Consequently, standard detection and tracking techniques are
not reliable on warped images, especially with a cluttered
and moving background [32]. Moreover, specific detectors
for unconventional cameras are hard to design because they
need a calibration stage which could be difficult to design
[30]. Even thoughmany algorithms already exist for perspec-
tive images, people detection and tracking through top-view
images acquired by fisheye cameras are a recent topic involv-
ing deep learning algorithms. In particular, the advantage of
these techniques is that the detection in fisheye images can
work directly on the raw data without a pre-processing step,
but few works have been developed at the present time. In
this context, we propose a deep convolution network based
on YOLOv3 for people detection without any pre-processing
step.



only one class, i.e., a person. In that respect, the network is
structured in three parts.

Backbone The first one represents the backbone network,
known as Darknet-53, trained on the ImageNet database [7].
It contains 53 convolutional layerswith residual connections,
each layer followed by batch normalization layer and Leaky
ReLU activation. Its main goal is to extract features at differ-
ent spatial resolutions; it takes an input image I and outputs
a list of features (D1, D2, D3) from different parts of the
network. (D1 being the highest and D3 being the lowest).
Darknet-53 mainly consists of two blocks: a residual and
a convolutional block. Each uses 1×1 and 3×3 successive
convolutions with doubly increasing filter channels, as well
as shortcut connection between the input and convolutional
output with skip connections like the residual network in
ResNet, as summarized in Fig. 3. Skip connection carries the
input to the deeper layers, to solve the problem of network
accuracy saturation which leads usually to higher training
error. For this reason, the Residual Block was introduced in
Darknet-53.

Feature Pyramid Network (FPN) The second part concerns
the Features PyramidNetwork (FPN) [8]. This network takes
as input the multi-resolution features computed by our Drak-
net53 backbone (D1, D2 and D3) in order to extract features
related to person detection. In fact, FPN contains information

Fig. 2 Flow diagram of the proposed method

3.1.2 Top-view people detection via fisheye cameras

Overview This subsection focuses on real-time people
detection using a moving fisheye camera. There are many
methods for people detection and tracking using conven-
tional cameras, as referenced to in [22]. However, people
detection using fisheye cameras has barely been studied
due to the complexity of such devices caused by distortion
effects. Additionally, in our investigation, we particularly
focus on real-time people detection in moving scenes. In
recent methods, pedestrian detectors are trained using fish-
eye images, even though manual labeling remains a hard and
time-consuming task. Another important development con-
straint is that this detector should be equally applicable to a
visual movement sensor that is either fixed in the environ-
ment or mounted on a mobile platform (like an aerial drone).
To accommodate these challenges, a CNN model based on
the YOLOv3 detector is used for person detection using top-
view fisheye video frames. The model is illustrated in Fig. 3.
Its goal is to predict BBoxes of people, with certain center
point position and size (width and height), and also the angle
of each BBox. The angles of the BBoxes are an important
clue for training or detection. Indeed, rectangular BBoxes
encounter difficulties for object localization with different
orientation angles, as produced by fisheye lenses.

The detector proposed in this paper is a full CNN with an
architecture based on YOLOv3 and is configured to detect
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about small and large objects. We expect DFPN
1 , the output

of the FPN, to contain information about small objects, and
DFPN
3 , the output about large objects. The construction of

this pyramid involves a bottom-up pathway, a top-down path-
way and lateral connections as shown in the FPN block of
Fig. 3. The bottom-up pathway is the feed-forward compu-
tation of the backbone ConvNet, which computes a feature
hierarchy consisting of feature maps at several scales with
a down-scaling step of 2. It consists of many convolution
blocks, each block with many convolution layers and each
layer using 1×1 and 3×3 successive convolutions. The out-
put of the last layer of each stage will be used as the reference
set of feature maps for enriching the top-down pathway by
lateral connections. For the top-downpathway, the higher res-
olution features are up-sampled by a factor of 2—spatially
coarser, but semantically stronger—fromhigher featuremaps
of pyramid levels. This is preceded by a 1×1 convolution to
the corresponding feature maps in the bottom-up pathway as
shown in the Upsampling block of FPN. These features are
then concatenated with features from the bottom-up path-
way via lateral connections. In the FPN framework, for each
scale level, a 3×3 convolution filter is applied over the feature
maps followed by separate 1×1 convolution for objectness
predictions and boundary box regression.

Head detection Finally, the third part is head detection,
building a tensor T̂1,2,3, containing information on the BBox
position, including its angle of rotation. The implemented
model uses a loss function combining Binary Cross Entropy
(BCE, see Eqs. 2 and 3), as described in YOLOv3 [11] [13],
and a periodic loss function that regresses the angle of each
BBox, accounting for angle periodicities [9] [24,33]. There-
fore, the detection of oriented objects is an extension of a
general horizontal object detection.

Oriented Bounding Box Detection In fisheye images, since
most targets have an orientation that is neither vertical nor
horizontal, rotated object detection is essential for overhead
people detection (an example is given in Fig. 5). In our case,
outputs of an improved YOLOv3 [11] network are used with
both horizontal location boxes and angle information, ren-
dering the YOLOv3 module more sensitive to the angle. By
introducing the oriented BBoxes, for each video frame, the
predicted results of the proposed framework return six BBox
parameters: the position coordinates (bx , by), the BBox size
(bw, bh) and the angle of all individuals bθ . They are repre-
sented by a six-dimensional vector (bx ,by ,bw,bh ,bθ ,bCon f ),
where bCon f is the predicted confidence score; it quantifies
how confident the algorithm is that the target represents a
human being. In addition, there is a confidence threshold,



determined by the user, but usually fixed to 0.5, and the algo-
rithm only returns the BBoxes whose confidence score is
higher than this threshold. Figure
refbbox shows the transform from the anchor to the BBox
where the coordinates center (bx , by) of BBox is calculated
by applying a sigmoid to predicted values and adding the
corner points of the corresponding grid cell. Meanwhile, the
dimensions bw and bh of the BBox are calculated by apply-
ing a log-space transform to the predicted output dimensions
and then multiplying with the anchor dimensions (pw, ph).
The network establishes a multitask and crucial loss function
(Eq.1) inspired by that used in YOLOv3, with an additional
BBox rotation angle loss to optimize the target detection. It
is computed by the ground truth and the predicted result of
the network:

Loss = LossBox + LossCon f + LossAngle, (1)

where theBox regression loss (LossBox inEq.2) is calculated
only when the prediction box contains detected people. Con-
fidence loss (LossCon f in Eq.3) determines whether there
are people in the prediction frame. BBox rotation angle loss
(LossAngle in Eq.4) determines the prediction orientation of
a person. Note, that the category classification loss is not
used since only one class (i.e., people) is used here. Here,
T̂ = (t̂x , t̂y, ˆtw, t̂h, t̂θ , t̂con f ) represents the transformed ver-
sion of BBox predictions for each stride sk , from which a
BBox prediction b̂ = (b̂x , b̂y, b̂w, b̂h, b̂θ , b̂con f ) is computed
as represented in Fig. 4, where (tx , ty, th, tw) is calculated
from the ground truth b = (bx , by, bw, bh, bθ , bcon f ). These
loss functions are given by the following three formulas:

LossBox =
∑

t̂∈T̂+
BCE

(
S (t̂x ), tx

) + BCE
(
S (t̂y), ty

)

+
∑

t̂∈T̂+

(
S (t̂w) − tw

)2 + (
S (t̂h) − th

)2
, (2)

LossCon f =
∑

t̂∈T̂+
BCE

(
S (t̂con f ), 1

) +
∑

t̂∈T̂−
BCE

(
S (t̂con f ), 0

)
,

(3)

with S the logistic sigmoid activation function, (T̂+, T̂−)
positive and negative samples from the predictions, respec-
tively.

LossAngle =
∑

t̂∈T̂+
LAngle

(
b̂θ , bθ

)
, (4)

such that for a given range (α, β), b̂θ = α ·S (t̂θ )−β, which
is the prediction of bθ and the function L Angle is defined by

L Angle

(
b̂θ , bθ

)
= R

(
mod

[
b̂θ − bθ − π

2
, π

]
− π

2

)
,

Fig. 4 Oriented Bounding Box (BBox) with its tied parameters

3.2 Implementation details

3.2.1 Dataset description

Numerous benchmarks and datasets have been created in
order to train and evaluate people detection algorithms for
fisheye images. Most of the existing public fisheye datasets
are annotated by an aligned BBox. In this work, a dataset of
overhead fisheye images with oriented BBoxes is needed for
each person aligned with its orientation in the image. How-
ever, various challenges are reported on dealing with fisheye
images, mainly spatial and temporal illumination variations,
occlusions and various body poses. Additionally, the appear-
ance is different when people are walking right under the
camera or at the periphery of the fisheye image, and the image
resolution is low near the borders, regularly disrupting the
detection. To overcome these challenging scenarios of dif-
ferent videos captured from a moving fisheye camera, a new
dataset has been collected and annotated. It is calledOriented
Bounding Boxes from Moving Fisheye cameras (OBBMF)
and consists of 6 videos (see Table 1 for details). Clearly, the
new dataset contains many more frames and human objects,
and also includes challenging scenarios, which do not exist
in the other datasets. Furthermore, experiments were per-
formed using three public datasets,MW-18Mar1, HABBOF2,
CEPDEOF3, in addition to our dataset in order to fit and eval-
uate the effectiveness of our proposed method.

1 http://www2.icat.vt.edu/mirrorworlds/.
2 http://vip.bu.edu/projects/vsns/cossy/datasets/habbof/.
3 http://vip.bu.edu/projects/vsns/cossy/datasets/cepdof/.

with “mod” representing the modulo operation and R a sym-
metric regression function.

http://www2.icat.vt.edu/mirrorworlds/
http://vip.bu.edu/projects/vsns/cossy/datasets/habbof/
http://vip.bu.edu/projects/vsns/cossy/datasets/cepdof/


Table 1 Descriptions of video sequences and their tied challenges

Video #Person(s) #Frames fps Description/challenges

Stairs 2 500 48 Person go up and down the stairs with rotational movement of camera

Parking 2 536 48 Person walking, body camouflage with the scene

Window 2 534 48 Person in a top-view position and nonuniform illumination

Workshop 5 530 48 More than 4 walking and sitting in a large space

Entrance1 2 543 48 Person walking and sitting in center and boundary of image

Entrance2 1 567 48 Walking activity in a reception room with Top-view challenge

3.2.2 Data acquisition

In our case, the datawere collected both indoors and outdoors
in the CERIS laboratory of the IMT Alès research center.
The videos were collected with a fisheye camera (Basler ace
acA1300-200uc) facing down at 48 fps, where one or sev-
eral persons adopt various poses such as walking and sitting
under the camera, there are also considerable bodyocclusions
present, and people go up and down the stairs with rotational
movement. Then, a number of frames are generated from
these video clips which contains new scenes with some chal-
lenging scenarios such as illumination, camera rotation and
motion in the center (Top-view), which are generally unavail-
able in the standard literature.

3.2.3 Data annotation and file conversion

Data labeling is an essential step in a supervised machine
learning task requiring significant manual work. To anno-
tate our new dataset, person regions are manually annotated
with rotated BBoxes. In order to do so, the MVTec Deep
Learning Tool4 is used. It is a very useful deep learning tar-
get detection and labeling tool, but it generates a hdict file
which cannot be directly used in other deep learning tools.
It is therefore converted into a txt file in the first step using a
small application with C# and HalconDotNet-V. 19.11.0 and
finally reconverted to the data format of YOLOv3 as a json
file. Technically, first, the main axis of the rectangle is drawn
to define the orientation of the person in the scene. Then, the
width and height of the person in pixels are defined. Conse-
quently, each BBox is represented by five parameters:

– (x, y): coordinates of the BBox center,
– w and h: width and height of the BBox, respectively,
– θ : clockwise rotation angle from the vertical axis.

Furthermore, Fig. 5(a) and (b) represents these parameters
in a rectangle BBox. The whole of our data set is represented
by more than 12,000 OBBMF. However, some annotations

4 https://www.mvtec.com/products/deep-learning-tool.

in the MW database contain errors in the angles, as shown
in Fig. 5(b). Consequently, these annotations were manually
modified to improve the relevance of this database. It pro-
vides a very efficient model for human being detection.

3.2.4 Training datasets

Concerning training, a pre-trained Darknet53 model was
used as a starting point, which is initialized with ImageNet
pre-trained weights for faster training. Also, in order to train
the proposed detector, we used one of the largest datasets,
MS COCO, [34] which is commonly utilized as a gen-
eral object detection benchmark, because it contains various
appearances of people. Our network was trained end to end
by optimizing the cross entropy loss function by updating
weights using “Stochastic Gradient Descent” (SGD) [36]
with a momentum of 0.9 for more than 50,000 iterations
(one iteration contains 128 images). The SGD represents an
iterative optimization technique [35] and is most widely used
in the field of deep learning to minimize the loss function to
search hyper-parameters. This algorithm calculates the gra-
dient and makes the update of the network parameters by
means of the training subset, which is called the mini-batch.
Each gradient evaluation using the mini-batch is defined as
an iteration. At each iteration, the algorithm takes one step to
minimize the loss function. The complete progress of the
training algorithm over the total training set using mini-
batches is called an epoch. During experiments, the initial
learning rate is set to 0.001 and the weight decays to 0.0005.
Themini-batch size is set to 16, and the network is trained for
500 epochs. We set the learning rate factor to 0.0001 with the
same SGDparameters and batch size to fine-tune the parame-
ters of the network.All the processeswere trained onmultiple
cross fisheye datasets for more than 8000 iterations from
weights pre-trained in ImageNet using COCO. For these two
networks, the images were resized into 608×608 pixels and
fed into the network until the loss was saturated. Our model
was conducted on an NVIDIA Quadro P5000 GPU accelera-
tor (Pascal architecture). It includes 2560 CUDA cores with
16 GBGDDR5memory. The host is an Intel® Xeon® CPU
E5-1620 V4 processor with 4 cores.

https://www.mvtec.com/products/deep-learning-tool


Fig. 5 Examples of annotated
frames with BBox rotation
angle. In (b), a frame and its
BBoxes from MW-R dataset
(the red BBoxes are the initial
tied to the MW-R dataset,
whereas the green correspond to
the corrected values)

Fig. 6 Example of two successive frames at time t − 1 and t in (a) and
(b), respectively. The bounding boxes of moving persons are specified
by I Ds (centroids), and the red line represents the displacement of the
centroid between each pair of existing object centroid and input object
centroid

need to determine whether the new object centroids can be
associated with the old object centroids. Basically, to assign
the ID, the first initial set of BBoxes presented we will assign
them unique IDs.

We first need to determine whether we can associate the
new object centroids with the old object centroids. For any
new centroid location, commonly caused by a new object
that was not visible/detected in the previous frame, a new ID
will be assigned. As the camera moves and the views shift,
some people that were detected will disappear or no longer
be detected. The ID for any disappeared BBox will be de-
registered, so when the same person becomes visible again
later, he/she might get assigned a new, different ID.

3.3 Top-view people tracking via centroid

After performing people detection, correctly detected peo-
ple are retained based on their class IDs (unique IDentify)
and detection scores. The second step in this work is to track
detected persons in order to locate their position in the image
with respect to the scene coordinate. As tracking is intended
for associating target object that appears on sequential video
frames with ID preserved, it is different with object tracking
with goal to classify object that appears in a frame to each
corresponding category. Many recent methods are evolving
with regard to tracking, both in Machine Learning and Deep
Learning, and also Correlative Filter based trackers such as
MOSSE [67], KCF [60] and CSRT [68] with higher accuracy
and the ability to be run in stand-alone mode. This tracking
method is commonly faster as it has knowledge about previ-
ous object location to determine the next probable location, it
is better at handling occlusion due to its predictive nature, and
it can preserve identity by harnessing location information.

3.3.1 Centroid tracker

Centroid tracking is chosen in this work due to its lightness.
The method is highly applicable and has the advantage of
being relatively rapid even without using GPU. As the target
objects in this research project are in movement and with
different scenarios, and using a moving fisheye camera, it is
best to keep the person detection run for every frame.

The centroid tracking method will accept the bounding
box (BBox) produced from our object detector. Once the
BBox coordinates are calculated, the centroid [65,66] must
be computed. More precisely, there are the center (x, y)
coordinates of the BBox for each detected object in every
single frame. For every subsequent frame in the video stream,
computing object centroids are applied; however, instead of
assigning a new unique ID to each detected object, we first



Figure6 demonstrates the accepting of a set of BBox
coordinates and computing the centroid. To accomplish this
process, the Euclidean distances presented in Eq.5 are com-
puted between each pair of existing BBox centroids and
the new centroids. This process is repeated by updating the
coordinates (x, y) of existing objects. Usually, the primary
assumption of centroid tracking algorithm is that a given
object will potentially move in between subsequent frames,
the distance between the centroids for frames at time t − 1
and t will be smaller than all other distances between objects.
Therefore, if we choose to associate centroids withminimum
distances between subsequent frames, hencewe can build our
object tracker. In the event that there are more input detec-
tions than existing objects being tracked, we need to register
any newobject. This simplymeans thatwe add the newobject
to our list of tracked objects by assigning it a new object ID.
Then, wemust store the centroid of the BBox coordinates for
that object and repeat the pipeline of steps for every frame in
our video stream. FromFig. 6, two persons are detected in the
image. This example illustrates the motion regions for a set
of point tracks of a person at two time instances t − 1 and t .
The points p1 of coordinates (x1, y1) and p2 of coordinates
(x2, y2) give the centroid location of moving object in the
two different images at two time instance t − 1 and t .

Ed (p1, p2) =
√

(x2 − x1)2 + (y2 − y1)2. (5)

4 Experimental results and evaluations

4.1 Evaluationmetrics

The detection system returns a list of detected BBoxes in an
image. The match of a detected BBox and the ground truth
is rated by asserting an overlap area of more than 50%. To
quantitatively evaluate the performance of the proposed net-
work, the statistical analysis of Precision, Recall, F-score
and Average Precision (AP) is performed as the evaluation
metrics. With T P , FP and FN denoting the number of
true positives, false positives and false negatives in a video,
Precision means the percentage of the correctly detected
persons (T P) over all the detected persons (T P + FP):

Precision = T P

T P + FP
. (6)

Meanwhile, Recall is the ability of a model to find all the
objects. It associates with the correct predictions among all
the positive cases, which means the percentage of the cor-

rectly detected:

Recall = T P

T P + FN
. (7)

Hence, Precision and Recall are considered to be common
evaluation metrics,

and the F-score combines the two:

F = 2 · Precision × Recall

Precision + Recall
. (8)

Finally, Average Precision (AP) is the area under the
Precision–Recall curve: AP = ∫ 1

0 F(x) dx . Therefore, the
closer the evaluation scores of both F and AP are to 1, the
more the detection is qualified as suitable. On the contrary, a
score close to 0 corresponds to poor detection of persons.

4.2 Detection benchmark results

Various experiments are presented to analyze the perfor-
mance of the proposed method. We fine-tuned the algorithm
trained on COCO with various cross datasets from MW-
R, CEPDEOF, HABBOF and OBBMF. Hence, we cross-
validate on these datasets, i.e., two datasets are used for
training; then, they are tested on another dataset. For exam-
ple, a cross dataset trained on MW-R + HABBOF is tested
on OBBMF, and inversely. Table 2 shows the detection per-
formance of our method on each video in the OBBMF
dataset obtained by fine-tuning with cross-validation1 (index
cross1) and cross-validation2 (index cross2), respectively.
Our model with

608×608 resolution achieves impressive performance,
despite using videos captured from amoving fisheye camera.
The proposed method performs outstandingly with accept-
able convergence behavior in several experiments carried out
with various cross validation datasets.

The overall performance metrics obtained with our model
and with our OBBMF dataset are evaluated using AP ,
Precision, Recall and F-measure. As shown in Table 2, the
new algorithm performs efficiently on ordinary videos with a
scoremore than 0.95 for AP . However,more complex scenes
(moving camera, low light, marked shadows, etc.) remain
challenging. Figure7 shows sample results applied to the
four datasets where detections are nearly perfect in a range
of scenarios, such as various body poses, orientations and
diverse background scenes. However, some scenarios, such
as people’s images on a projection screen, in low light and
with marked shadows, remain challenging. For this reason,
we expanded our training datasets by cross validating various
samples from all the used datasets, in order to improve the
resulting performancemodel and prevent it from over-fitting.



Table 2 Performance
comparison of our method with
cross validation cross1 and
cross2 for each video in
OBBMF dataset

Performance metric

AP50 AP75 AP90 Precision Recall F-measure

Stairscross1 0.857 0.478 0.467 0.810 0.808 0.852

Workshopcross1 0.785 0.306 0.396 0.818 0.649 0.756

Windowcross1 0.891 0.511 0.502 0.901 0.687 0.765

Parkingcross1 0.864 0.501 0.490 0.903 0.762 0.894

Entrance1cross1 0.970 0.576 0.564 0.972 0.936 0.963

Entrance2cross1 0.686 0.432 0.556 0.791 0.692 0.637

stairscross2 0.911 0.432 0.544 0.901 0.911 0.839

Workshopcross2 0.929 0.402 0.661 0.849 0.912 0.918

Windowcross2 0.916 0.642 0.706 0.791 0.892 0.883

Parkingcross2 0.971 0.557 0.691 0.913 0.992 0.926

Entrance1cross2 0.896 0.530 0.656 0.891 0.892 0.837

Entrance2cross2 0.686 0.432 0.556 0.893 0.992 0.902

Fig. 7 Detection results of our benchmark on sample frames in different scenarios and challenge, including various poses, orientations and
background scenes. Green boxes are predicted BBox (true positives, i.e., matching of a detected BBox and the ground truth with an overlap area
of more than 50%)

of the curve should reflect 100% Recall and Precision,
often impossible to obtain in real scenarios. Finally, P − R
curve illustrates why the AP of our model is high. Indeed,
Precision remains close to 100% for Recall values as high
as 85%, with a 0.98% for the optimal point.

In that respect, our method outperforms the alternatives
for all challenging scenarios, but still has its limitations, as
shown by the metrics discussed above. In frames (a), (b) and
(c), respectively, of Fig. 8, two false negatives are presented.
The one in (a) is not detected when the person walks to the
very edge of the image and appears too small (few pixels).
The frame in (b) produces a true positive and a false positive

The resulting cross dataset was split: 70% of data used for 
the training stage and 30% for testing.

On the one hand, Table 3 clearly shows the improved per-
formance with large-scale datasets, exceeding 90% of the 
AP . On the other hand, the P −−R (Precision−−Recall) 
curve of the best model on the test set is plotted in Fig. 9; it  
shows the trade-off between Precision  and Recall as the 
threshold score of the model changes. Recall should increase 
to guarantee that all the persons are detected. However, as 
Recall increases, it is common for some scenarios, such as 
distortion, camera movements, low light and marked shad-
ows to reduce Precision . Ideally, the upper right corner



Table 3 Performance tuning evaluation of our method with multi cross validation for each video in each dataset

Performance metric

AP50 AP75 AP90 Precision Recall F-measure

Lab2 0.980 0.863 0.673 0.977 0.875 0.883

stairs 0.936 0.717 0.598 0.960 0.925 0.873

Lunch2 0.971 0.254 0.446 0.976 0.969 0.973

Meeting2 0.978 0.720 0.594 0.977 0.957 0.967

Workshop 0.942 0.817 0.655 0.942 0.925 0.892

MW-R18 0.941 0.690 0.514 0.955 0.899 0.894

Fig. 8 Examples of top-view fisheye images where people are not detected. Green boxes are true positives; red boxes are false positives

Table 4 Performance
comparison of our method and
previous state-of-the-art
methods in fisheye dataset

References Dataset Method Precision( %)

Chiang et al. [18] – HOG+SVM+ Image calibration 90.01

Nguyen et al. [19] Bomni ConvNets-based YOLO 87.73

Bomni YOLO-Tiny 54.95

Wang et al. [20] Bomni Mask-RCNN 76.82

Li et al. [33] HABBOF YOLOv3 + post-processing 88.11

Tamura et al. [14] MW-R, PIROPO, YOLOv2 + 86.30

Bomni Rotation data augmentation

Duan et al. [40] MW-R, HABBOF, YOLOv3 + 95.10

CEPDOF end-to-end rotation-aware

Ours OBBMF, MW-R, Oriented BBox-YOLOv3 98.01

HABBOF, CEPDOF

as shown by a red box. It misses people due to the clut-
tered background, colors and also lighting problems. During
this experiment, this same person was detected some frames
before but not in this precise scenario. Usually, the proposed
detector fails when people are confusedwith the background;
this is a common detection problem that occurs for detectors
in general. Another example of a false negative appears in
(c), caused by black clothes on a dark background. In addi-
tion, sometimes a false positive erupts at the edge of the
image where cars appear distorted. Nevertheless, looking at

the other scenarios where the images are almost semanti-
cally intelligible, our detector was able to properly detect all
people present in the frame.

The results in Table 4 compare the detection performances
obtained using state-of-the-art techniques and indicates the
overall precision of our approach. The reported performances
prove its efficiency compared to all the referenced methods.
It also provides a performance comparison with handcrafted
feature-based methods. Our method performed better than
Li et al. [33] and Tamura et al. [14] techniques and slightly



Fig. 9 Precision–recall curve of the best model on the test set. The
precision remains close to 100 % for recall values as high as 85%. The
optimal point (the closer to the upper-right corner) is at 0.981

better than the method of Duan et al. [40]. Actually, state-of-
art techniques performed poorly, although they are based on
the combination of the detector YOLO and pre- and/or post-
processing stages (data augmentation, calibration, rotation,
etc.), which is not the case for our method. However, our
people detector outperforms the other algorithms by a large
margin on four datasets, which include challenging scenar-
ios, such as various bodyposes and occlusions. In conclusion,
the proposed method works well in both simple and chal-
lenging cases. Otherwise, training the model and fine-tuning
hyper-parameters on a large-scale dataset are very efficient
to obtain high performance levels on a small dataset.

4.3 Centroid tracking results

4.3.1 Estimation of distance (Depth) between the center of
the fisheye camera and the detected person

Once the people in the frame have been correctly identi-
fied and tracked, our goal is to estimate the real distance of

each person from the camera in meters. This principle relies
on a two-step process: i) projection of the camera center in
each frame using a locatedmarker and ii) distance estimation
between the center of the fisheye camera and the detected per-
son. An approach based on the calculation of the Euclidean
distance to estimate the distance inmeters between the center
of the fisheye camera and the target is shown in Fig. 10. In our
case, the altitude of the fisheye camera is fixed at 5ms with
a top-view field. An interpolation of the distance was car-
ried out based on the evolution of the curve of the Euclidean
distance as shown in Fig. 11. Then, a set of intervals was
fixed depending on the ground truth in order to convert this
distance in meters.

4.3.2 Estimated trajectory and displacement vector

In order to follow the trajectory of the target in the image plan,
a displacement vector is created; this vector represents the set
of center points of the BBox in each frame. It is through these
vectors that the trajectory is traced. The size of the vector is
not limited;, it depends only on the number of frames in the
video. In the presented results, 100 points are chosen for
visualization and understanding.

Figure 12 shows the target moving in a straight line and
the target in a zigzag pattern (going from left to right and
back again in the image plan).

4.3.3 Estimation of the angle of displacement from the
center of a fish-eye camera

This subsection presents an approach for estimating the
displacement angle of the target in a semi-circle. It is
based on three points pi,i∈{1,2,3} with their tied coordinates
(xi , yi )i∈{1,2,3}:

• p1(x1, y1): the center of the fisheye camera,

Fig. 10 Distance estimation approach between fisheye and target (1m, 2m and 3m)



Fig. 11 Evolution of the distance according to the number of frames

Fig. 12 Estimation of displacement trajectory

• p2(x2, y2): the initial point of the first BBox of the
detected target (i.e., the center of the BBox),

• p3(x3, y3): the center of the BBox (of the moving target).

To estimate the value of the orientation angle of the moving
target, a trigonometric function arctan is applied. Consider-
ing the gradient of the line m1 between the center of fisheye
camera and the initial point of the target, m2 represent the
gradient of the line between the camera center and the cen-

troid of the moving target. They are computed by:

m1 = y2 − y1
x2 − x1

and m2 = y3 − y1
x3 − x1

.

Now, let θ be the value of the orientation angle tied to the
moving target. It is computed by the following equation:

θ = arctan

(
m2 − m1

1 + m2 · m1

)
. (9)

Figure13 shows the results of experiments in order to
estimate the angle of orientation between the center of the
fisheye camera and the target person detected. We compared
the results obtained of the angle calculated by our method to
the one calculated by our oriented BBox detector. The simi-
larity between the two values of the angle clearly proves the
performance of our method.

4.4 Ablation experiments

In this section, we present various ablation experiments to
analyze how each part of ourmethod individually contributes
to the overall performance.

4.4.1 Impact of angle loss functions

To analyze the impact of the loss functions, we compare our
proposed loss function with a baselines: standard YOLOv3
loss without using the Loss_angle function. We perform
the same experiment using AP50 metrics of the testing on
our dataset for both Loss_standard and with the use of
Loss_angle. As reported in Table 5, the Loss_angle achieves
the best performance compared to the standard loss function,
with a score of 0.971.

4.4.2 Training/Fine_tuning analysis

As mentioned in Sec. 4.2, the training started using weights
pre-trained on the COCO dataset. We fine-tuned the algo-
rithm trained on COCOwith cross validation1 (index cross1)
and cross validation2 (index cross2) andwithmulticross from
theMW-R, CEPDEOF, HABBOF and OBBMF datasets. We
chose to train on the datasets in this order, as the context in
which the network will be applied is expected to be closer to
the environment we obtained images from. To quantify how
close we were to overfitting the model, we observed the rate
at which the IoU increased. Figure14 represents the evolu-
tion of the IoU during training for 50k iteration with COCO
datasets. It shows better learning performances, especially at
the end of training where it begins converging much sooner,
whichmakes the fine_tuning fasterwith the proposed crossed
data especially at the start of training, where it begins con-
verging much sooner.



Table 5 Comparison of our
proposed loss function and the
standard loss function, namely
Loss_angle and function
Loss_standard, respectively

Loss function AP50

Loss_standard 0.617

Loss_angle 0.971

4.4.3 Detected angle versus tracked angle

To analyze the effect of the orientation angles, the results
obtained for the angles calculated by our method are com-
pared to the ones estimated by our oriented BBox detector.
As presented in the second row of Table 6, three videos with
different displacement trajectories were used to evaluate the
performance of the predicted angles. To do so, the RMSE
(Root Mean Square Error), the maximum error and the STD
(Standard Deviation) are calculated for each video sequence
between the detected angle and the one predicted by the
tracker. The original signals are presented in Fig. 15a–c. As
reported in Table 6, the similarities between the two angles
clearly demonstrate the performance of the centroid tracker.
Indeed, the RMSE is calculated for each video sequence
between the detected angle and the one predicted by the
tracker. The error evaluation is very low and tends slightly
toward zero. The STD score is also low: around 5 degrees,

Fig. 14 Evolution of IoU during training for 50k iterations

which proves the effectiveness of the proposed approach,
especiallywith the circular line scenariowhere the STD tends
toward 3 degrees. Finally, even though sometimes there is
suddenly a strong detection error (Maximum error ≈ 54◦),
the person is usually well detected in the following frame,
illustrating the robustness of the proposed method.

5 Conclusion

An approach is proposed in this paper to detect and track
people in top-view fisheye images, using moving cameras.
It is based in the first stage on a pre-trained deep CNN
architecture, extended from the YOLOv3 detector. Then,
the bounding boxes generated by the detector are fed to the
centroid based tracking algorithm. It tracks each person by
computing the centroid height of each person in consecu-
tive frames; the trajectory and the distance of the person
compared to the camera can be determined. The system
shows very promising results as we tested it using differ-
ent real-world scenarios streaming directly from the camera.
Experimental results confirm that people are extracted in an
indoor environment using videos streaming from a moving
fisheye camera with a high level of AP . Our approach elim-
inates the need for pre-processing and/or data augmentation,
by considering oriented bounding boxes. The limitation of
this method is with the centroid tracking algorithm. The
centroids of the object must lie close together between sub-
sequent frames or the ID number might be switched due to
overlapping of one object by another. However, this prob-
lem does not overly affect our system. Finally, a new dataset
of videos was created concerning human detection using a
moving top-view fisheye camera; the great interest is that the
ground truths are also available online. For future works, we

Fig. 13 Estimation of the angle of displacement from the center of a fish-eye camera



Table 6 Evolution comparison
between the detected angle and
tracked angle with different
displacement trajectories,
statistics tied to Fig. 15

Videos Displacement trajectory RMSE Max_Error STD

Parking Circular line 0.38 18.79 3.35

MW-R18 Zigzag line 0.65 21.95 6.29

Entrance Straight line 0.77 53.62 7.70
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Fig. 15 Evolution of the angles between the detected and tracked angles, respectively, with different displacement trajectories

plan to expand the proposed model with various real-world
applications, especially for real-time human detection and
tracking using overhead fisheye videos captured and treated
automatically from an aerial drone.
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