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Abstract. Modern machine learning, including deep learning models and reinforcement
learning techniques, have proven effective for solving difficult combinatorial optimization
problems without relying on handcrafted heuristics. In this work, we present NOFSS, a Neu-
ral Order-First Split-Second deep reinforcement learning approach for the Capacity Con-
strained Vehicle Routing Problem (CVRP). NOFSS consists of a hybridization between a
deep neural network model and a dynamic programming shortest path algorithm (Split).
Our results, based on intensive experiments with several neural network model architec-
tures, show that such a two-step hybridization enables learning of implicit algorithms (i.e.
policies) producing competitive solutions for the CVRP.

Keywords. Neural Combinatorial Optimization Capacitated Vehicle Routing Problem
Order-first Split-second Deep Reinforcement Learning

1 Introduction

Modern machine learning, including deep learning models and reinforcement learning techniques,
have proven effective for solving difficult combinatorial optimization problems without relying on
handcrafted heuristics [1]. The framework known as Neural Combinatorial Optimization (NCO),
which proposes to solve combinatorial optimization problems using recent neural networks archi-
tectures, is in this context widely studied for routing problems such as the traveling salesman
problem (TSP) [2-5] and the capacitated vehicle routing problem (CVRP) [6,5].

Current NCO approaches implement a construction-based strategy. For the CVRP, such ap-
proaches build (i.e. construct) candidate solutions step by step, by selecting at each time step either
to visit a client or to go back to the depot to refill, until each client is served. The action to perform
at each construction step is chosen based on a probability distribution that will be estimated by a
deep neural network, either using supervised or reinforcement learning. This discrete probability
distribution defines the probability that an extension of the partial solution under construction,
considering each available choices (unsatisfied clients and depot), will lead to the optimal solution.
Considering such construction-based NCO approaches, solving the CVRP is therefore reframed
as a learning goal aiming to obtain a good estimate of the probability distribution, such as step
decisions based on this estimate minimize solution costs.

Using such an approach, the models handle both clients routing and returns to depot. In this
context, choices of when to return to the depot are critical. Indeed, more returns to the depot can
de facto lead to candidate solutions with a number of tours® greater than the optimal one. This will
result in models failing to efficiently learn interesting resolution strategies, i.e. routing policies, due
to poor quality candidate solutions, and/or large computational costs inducing prohibitive learning
process (millions of learning steps). Handcrafted heuristics and metaheuristics may nevertheless
be used to handle return to depot by using an exact tour splitting algorithm - solving a shortest
path problem in an auxiliary graph that represents the clients’ visit order [7,8]. Inspired by this
problem decomposition, this paper presents NOFSS, Neural Order-First Split-Second, a novel two-
step learning-based approach proposing to:

1. Learn how to order clients into a giant tour, using a deep neural network.
2. Optimally split the giant tour into a feasible solution using an exact split algorithm.

* This work used HPC resources of IDRIS (allocation 2022-AD011011309R2) made by GENCI.
LA tour is the ordering of clients the vehicle will visit before returning back to the depot. The optimal
number of tours will therefore depend on client’s demands and vehicle capacity.
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2 Ali Yaddaden et al.

NOFSS is a generic approach that will be introduced and tested in the context of CVRP, even
if it may be used for a larger class of routing problems. NOFSS relies on a deep neural network that
learns a giant tour policy and a dynamic programming algorithm, called Split [8]. Split modifies
the giant tour into a feasible solution with respect to vehicle capacity and clients demands. It acts
as an oracle that provides feedback on the quality (the total travelled distance) of the giant tour
generated from our neural network. This makes it possible to train the NOFSS model through
REINFORCE algorithm.

Alongside NOFSS introduction, we present an extensive comparison of various NOFSS and
NCO models with state-of-the-art CVRP (meta)heuristics. Results show that, by exploring the
search space of giant tours, NOFSS allows to implicitly learn competitive routing policies. 2

The paper is organized as follows: Section 2 formally introduces the CVRP and notations;
Section 3 introduces related work focusing on approaches based on machine learning; Section 4
presents NOFSS; Section 5 presents the experimental protocol as well as results. Discussions and
perspectives conclude the paper.

2 Problem Statement

The Capacitated Vehicle Routing Problem (CVRP) is one of the basic types of routing problems
where information associated with the clients, the depot and the vehicles are deterministic and
known in advance. We consider a set of n clients dispatched on the Euclidean plan and a single
depot. In the depot, there is a fleet of homogeneous vehicles with identical transport capacity C. We
associate to the clients their coordinates (x;,y;) and their demands of goods to deliver 0 < d; < C
(¢ € {1,...,n}). We associate to the depot its coordinates (zg,yo). The demands cannot be split,
meaning that a vehicle must satisfy the demand at once. The objective is to minimize the total
travelled distance when serving all the clients.

The problem can also be formulated using graph theory [9]. We consider a complete graph
G(V,E), where V = {0, ...,n} is the vertex set (the vertex 0 represents the depot) and E = {(u,v) €
V x V,u # v} is the edge set. We associate with each edge a cost defined as the distance between
two vertices. We can represent it as a cost matrix D where D, = \/(xu —24)2% + (Yu — Yu)?,
(u,v) € E. The goal is in this case to find simple circuits called tours such that all clients are
served without transgressing the vehicles’ capacity and the total travelled distance is as minimum
as possible.

3 Related Work

3.1 Neural Combinatorial Optimization (NCO) for the CVRP

We refer to the use of end-to-end deep neural network approaches for solving difficult combinatorial
optimization as the Neural Combinatorial Optimization (NCO) framework [3]. In this section, we
review the use of this framework to learn construction-based policies for routing problems.
Although the use of neural networks for solving combinatorial optimization problems dates back
longer than the appearance of modern deep learning architectures [10], their use has faded away
in favor of more efficient metaheuristics. The success of deep learning and reinforcement learning
has revived the interest in studying deep neural networks for solving this class of problems. More
precisely, with the appearance of the sequence-to-sequence type approaches and the attention
mechanism. The general framework (Figure 1) considers two neural networks called respectively
encoder and decoder, which can be of different types. The encoder generates the embeddings of each
element of a problem instance (clients and depot). Embeddings can be viewed as an alternative
representation of the element in a higher dimension vector space (R? with generally d = 64 or
d = 128). This representation is intended to encompass meaningful features that will be used during
the decoding phase. The decoder uses the history of the already visited elements (clients or depot)
to compute a query vector that summarizes the solution under construction through a single vector.
The query along with the embeddings are used to compute a probability distribution of selecting

2 Our implementation and results will be available on the following repository

https://github.com/AYaddaden/NOFSS
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the next element via an attention module. To do so, the attention module confronts the query
q € R? to the elements embeddings e; € R? in order to give attention scores s; either via a scaled
T
— 1€

dot-product (i.e. s; = 7 ) or via an additive attention defined as s; = vT - tanh(W, - ¢ + W, - ;)

with Wy, W, € R4 3 € R? being learnable parameters. The scores s; will be converted into a
probability distribution by a softmax function®.

Pointer Networks [2] was the seminal work that considered training LSTM-based encoder and
decoder along with an additive attention module via supervised learning on a dataset of TSP in-
stances. The approach successfully solved instances of sizes between 10 and 50 cities. It was next
improved by using a policy-based reinforcement learning algorithm for training, namely REIN-
FORCE with critic baseline, thus avoiding the need of a supervision, i.e. to have ground truth
optimal solutions for the TSP dataset’s instances [3]. Reinforcement learning proved to be more
effective for training models on instances of size between 20 and 100 cities, thus achieving better
results than Pointer Networks.

Nazari et al. [6] applied the NCO approach to CVRP. Their model considered 1D convolutions
instead of an LSTM encoder in order not to bias the model on the inputs’ order — LSTM are indeed
better suited for modeling sequences where input’s order matters. Comparison with classic CVRP
algorithms (Clarke and Wright savings heuristic and the Sweep algorithm) shows that the deep
neural network model performs better on training and test instances’ sizes ranging from 10 to 100
clients. It appears also, that the choices of the encoder and decoder are of extreme importance
in order to improve the learned policy. The Attention Model (AM) improves the results on the
TSP and the CVRP by introducing a model entirely based on the attention mechanism [5]. It
uses a Transformer encoder and computes the query vector using a Multi-head attention [11]. The
Transformer encoder allows taking into account the graph structure of the TSP and the CVRP
in the same way Graph Neural Networks do, thus giving a better representation of the instances.
Also, they introduce a new baseline for the REINFORCE algorithm; a greedy rollout baseline that
is a copy of AM that gets updated less often.

o
—sl — =T < -
x Encoder = e Y=g Yy ¥

Problem Instance
Instance embedding N\ Candidate

\ . | solution

\"-4" Altention ‘

e

Decoder

/

Fig. 1. The general encoder-decoder framework used to solve routing problems. The encoder takes as input
a problem instance X and outputs an alternative representation H in an embedding space. The decoder
iteratively constructs the candidate solution Y by adding a client or a depot y: at each step ¢ until all
clients are visited.

3.2 Two-step algorithms for the vehicle routing problem

Classical two-step construction approaches for solving the CVRP involve (i) partitioning the clients
into feasible clusters with regard to vehicle capacity and (ii) ordering them into routes of minimum
length. Based on how the two operations are orchestrated, we can distinguish two types of two-step
algorithms: Cluster-first Route-second and Order-first Split-Second.

In Cluster-first Route-second algorithms, the clients are first grouped together following the
vehicle capacity constraint, then a traveling salesman problem is solved for each cluster using an

3 N ewp(sy)
softmax(s;) S con(sy)
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exact solver or heuristics. The Sweep algorithm is the most common algorithm of this type [12].
Feasible clusters are constructed by considering the polar angle between the clients and the depot,
then for each cluster a TSP is solved. An extension of this algorithm called the petal algorithm
considers generating several routes and selects the final routes of the solution by solving a set
partitioning problem [13]. Another work considers obtaining the clusters by solving a generalized
assignment problem [14]. One major drawback of this approach is that it is not computationally
efficient due to the clustering algorithms [15].

On the other hand, Order-first Split-second algorithms consider first ordering the customers
into a sequence called a giant tour, to then, decompose it into a set of feasible tours considering
the vehicle capacity. Traveling salesman problem heuristics are used to get giant tours, and the
CVRP tours can be obtained optimally from the giant tours by solving a shortest path problem,
as we will detail later. The first documented approach of this type generates the giant tour by
random permutation of clients’ visit order, followed by a 2-opt improvement, and then builds the
routes using Floyd’s algorithm [7]. Prins proposed the first genetic algorithm for the CVRP that
relies on the Order-first Split-second approach, which was competitive with the best metaheuristic
at that time (Tabu Search) [8]. In their approach, the authors proposed a representation of the
chromosomes as giant tours and introduced the Split procedure based on an auxiliary acyclic graph
generated on top of a giant tour. Bellman’s algorithm is used in order to extract the feasible routes.
HGS, today’s state of the art metaheuristic for the CVRP, also uses a giant tour representation
and the Split algorithm [16].

The Order-first Split-second approach is appealing. A recent review of this approach surveys
more than 70 research papers that build heuristics and metaheuristics to successfully solve vehicle
routing problems [17]. Computationally, it is less expensive to build a giant tour and then to split
it than building clusters of clients. Also, the search space is reduced to the space of giant tours
instead of the direct solution representations with depot placement. As highlighted in the survey,
this search space reduction does not make the optimal solution unattainable, since there is an
optimal giant tour which corresponds to the optimal solution. In addition, for a given giant tour,
only its optimal split is retained. This ensures to prevent too many poor quality solutions from
appearing often.

3.3 Graph Neural Networks

Since CVRP instances can be modelled as a graph, it is interesting to use neural networks that
takes advantage of this structure. This makes Graph Neural Networks (GNNs) an ideal choice to
compute a representation of an instance that captures useful information for the resolution process.
We define a GNN by stacking K GNN blocks. Each block k relies on message passing in order
to compute the node embeddings k%, Vu € V. This mechanism can be viewed as a differentiable
function that computes node embeddings as follows: hf = F(hi=1 {hE ™1} e nr(u), {e(u, v) boenw)):
with N (u) being the set of the neighbor nodes of a node v € V' and {e(u, v) },enr(u) the set of edges
that link the node u to its neighbors v € A(u). We use the instance features as an initial input
of the first GNN block. The function F itself relies on two mechanisms: neighborhood message
aggregation and node embedding update, defined as:

m&k) = AGGREGATE({hgk_l)}UeN(u)7 {e(u, v)}ve]\/(u))

h*) = UppaTE(RFD) m{F)

Aggregation can either be the mean, the maximum or the sum of neighbors’ node embeddings.
It can also be a weighted sum with weights computed using an attention mechanism [18]. It can
take into consideration the edge weights of the neighboring nodes e(u,v). The update function
is a deep neural network that computes a new node embedding by using the message from the
aggregation and the node embedding from the preceding block. Graph neural network models differ
depending on the choice of the AGGREGATE and the UPDATE functions.

We can distinguish two families of GNNs: spectral and spatial GNNs. Spectral GNNs rely on
spectral graph representations based on graph signal processing theory, such as GCN [19]. Spatial
GNNs, such as GAT [18], exploit the graph topology. Refer to Zhou et al. for a GNN review [20].

In the next section, we describe how we use the Split algorithm along with the NCO framework
to train GNN models for solving the CVRP.

242



NOFSE for the CVRP )

4 The Neural Order-first Split-second algorithm

As mentioned in the previous section, actual NCO construction-based policies for the CVRP pro-
duce a sequence by routing the clients and choosing when to return to the depot iteratively until
all clients are served. These policies may lead to more returns to depot than necessary and produce
poor quality solutions. For example, a policy can decide to refill in the depot after serving each
client even if the vehicle capacity allows for serving more than one client at once. Learning from
poor quality solutions can slow down and hamper the learning process and produce suboptimal
policies. Instead of this, we propose to let the deep neural network build an indirect solution rep-
resentation via the construction of the giant tour and to delay the routes construction to the Split
algorithm. Thus, our neural network implicitly learns to solve vehicle routing problem instances
by exploring the space of giant tours. Alternatively, we can view the neural network’s output as
a permutation of the clients’ visit order, which is close to what is done in works for the TSP [3,
4]. This also simplifies the masking procedure used to avoid the appearance of a client twice in
the solution. Another advantage of this approach is that the neural network can learn different
policies depending on the variant of the vehicle routing problem (e.g. Capacitated VRP, VRP with
Time Windows) without additional adaptation. The Split algorithm will handle the additional
constraints, and the neural network learns the policy accordingly. Unlink other learning-based con-
struction approaches that build a solution in a variable number of steps due to the return to the
depot to refill, our neural network builds the giant tour in a fixed number of steps equal to the
number of clients in the instance. Algorithm 1 presents the general approach that will be detailed
afterwards.

For a given instance X of the CVRP, our neural network defines a stochastic policy that outputs
the probability of generating a giant tour as a sequence Y. Using the probability chain rule, and
with 6 the parameters of the neural network, this policy is defined as follows:

n—1

Py(Y1X) = [ po(welyo, -, ye—1, X)
t=0

After sampling a sequence Y from P, Y is then transformed into feasible routes using the
Split algorithm with regard to the vehicle’s capacity constraint. The Split algorithm can be viewed
as an oracle that evaluates the goodness of a giant tour by returning the associated solution’s
total travelled distance. This evaluation makes it possible to train our deep neural network via
reinforcement learning. We define the loss as the expected tour lengths of the Y sequences evaluated
by the Split algorithm, i.e. £(0) = Exp y~p,(|x) [Split(Y, X)] The objective is to find the best
parameters 6 that will output good quality sequences Y that would result on short tour lengths.
For this, we rely on ADAMW as a gradient descent optimizer during training. In order to compute
the gradient of the loss, we use REINFORCE with Rollout baseline [5]:

VoL(0) = Exopyep,(|x) [(Split(Y, X)— b(X)) Vo log Pg(Y|X)}

The gradient Vy£(0) is approximated using Monte Carlo sampling over a batch of B i.i.d CVRP
instances as follows:

VoL (0) ~ ;i [(Split(Yi, X3) = b(X,)) Vo log Po(Vi[X,)|

The baseline b(X) is used to reduce the gradient variance, leading to an acceleration of the
learning process. We use the greedy rollout baseline b(X) = Split(Y 2%, X') which is an evaluation
of the optimal Split of the giant tour Y 2% resulting from a copy of the learning neural network
with parameters 5% that acts greedily, i.e. it chooses the next client with the highest probability
of appearance at each time step. This baseline proved to be more efficient than actor-critic or RE-
INFORCE with an exponential moving average baseline [5]. During validation, if the performance
of 6 is significantly better than that of #PL according to a t-test (o = 5%), the baseline is updated
with the parameters of Py, i.e. 8BF is set to 6.

4.1 Instance features

For each instance X, we define the nodes and edges features as follows:

243



[ Ali Yaddaden et al.

Algorithm 1.1: NOFSS REINFORCE with Rollout Baseline

1 Inputs: 8, Number of epochs E, batch size B, number of instances K, number of clients n,
vehicle capacity C, t-test threshold «

2 T+ K
3 0P+ ¢
4 for e+ 1 to F do // train for E epochs
5 for t < 1 to T do // loop over the T instance batches
// Get a batch of B CVRP instances with n clients
6 X; + getlnstance(n, C), Vie{l,..., B}
7
// Sample a giant tour according to the learning policy Fp
8 Y; + SampleGiantTour(X;, Pp), Vi€ {1,...,B}
9
// Generate a giant tour greedily according to the policy Fysr
10 YPE « GreedyGiantTour(X;, Pyr), Vi€ {1,..., B}
11
// Evaluate giant tours total travel cost
12 L; «+ Split(X;, V;, C) Vie{1,..,B}
13 LPY « Split(X;, YPE, C) Vie{l,.. B}
14
// Compute the loss and update the neural network parameters
15 VoL <—% SSF (L — LPY)Vylog P (Vi X:)
16 0 +— AdamW (0,V L)
17 end
18 if t-test(Py, Pysr) < o then
19 | %% 0
20 end
21 end

Node features. Each node u € V is represented as a quadruplet (2, Yu, dy, ay,) where (x4, yu)
are the node coordinates sampled from a uniform distribution ([0, 1] x [0,1]), d,, = d,,/C € [0,1]
is the normalized demand and a,, = atan((y, — yo)/(xu — x0)) €] — 7/2,7/2[ is the polar angle
between the node v and the depot node 0.

Edge features. For each edge (u,v) € E, we define the edge features as the Euclidean distance
between the nodes u and v (i.e. d(u,v) = [[lu—v||,V(u,v) € E). The distance between two nodes in
the instance is an interesting feature in the case of vehicle routing problems, since it is information
that characterizes the problem well, and it appears in the objective function.

4.2 NOFSS Encoding-Decoding architectures

The NOFSS approach is agnostic to the choice of the encoding and decoding model architectures.
Thus, we propose to train various encoder-decoder models that rely on different graph neural
networks (GNNs) and a GRU recurrent cell for decoding. The decoded sequence is passed to the
Split algorithm in order to retrieve a candidate solution for the instance (Figure 2).

Encoding. We experiment three GNN Encoders for our approach: GCN (a spectral GNN), GAT
(a spatial GNN) and TransformerConv (a spatial GNN) [21]. Each encoder have K similar blocks.

The GNN outputs an embedding for each node (clients and depot) h&K) € R?, Vu € V and a graph

representation computed using an average pooling h = 1/|V| Z h;K). Finally, to distinguish
ueV

the clients embeddings from the depot embedding th), we pass them into a feedforward layer

hy =W, - 5 be,Yu € V — {0}, with W, € R¥*? b, € R? being respectively the weights and

the bias of the layer.
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Fig. 2. Our proposed NOFSS model for solving CVRP instances.

Neighborhood definition. As highlighted in Section 2, we can define a CVRP instance as
a complete graph. We define the neighborhood AN (u) of a client node u € V — {0} as the &
nearest nodes in terms of Euclidean distance and the depot 0, since it is important for the client’s
representation to be aware of the depot’s existence (i.e. N(u) = {vi,v2,...,vx € V;l|vg —ul <
lva —u] < ... <|lve —ul|} U{0}). For the depot, we consider that it is connected to every client.
An example of an instance neighborhood definition is depicted in Figure 3. The central node (red
square) represents the depot, while the other nodes (blue circles) represent the clients. An edge
exists between nodes u and v if v € A (u). The number of nearest neighbors s is determined
per instance. We set it to be the average number of clients per route as if they were uniformly
distributed on the routes, i.e. kK = n with n being the number of clients and m being the lower

bound of the number of routes. mr?s determined as the sum of all clients’ demands divided by
Z?=1 di

C
definition of x is that it takes into account the characteristics of the instance in terms of the
number of clients, their demands, and the capacity of the vehicles instead of selecting an arbitrary
number of neighbors.

the vehicle’s capacity rounded to the next integer (m = —‘) The advantage of such a

Fig. 3. CVRP instance with relationships between neighboring nodes (central square node is the depot).

Decoding. Since we are decoding a sequence of clients’ order, we use a GRU recurrent cell [22].
GRU is relevant as it enables capturing the sequence representation while taking into account the
order of its elements. It takes as input the previously selected client representation at step ¢ — 1

)

concatenated with the depot representation th and incorporates it in the global representation
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of the partial giant tour. At ¢ = 0, we only use the depot representation h(()K) as input to the GRU.

L) _ GRU(A), t=0
¢ GRU([hy, :h$]), t>0

The graph embedding h, the depot embedding héK) and the sequence embedding hgs) are then
concatenated together to form a context vector h. € R3?. The context vector is then passed to a
feedforward layer made of two linear layers with ReLU activation function in between to output a
query vector ¢; € R%i.e. ¢ = Wa-ReLU (W -he+b1)+by with Wy € R34 1, € R4%4 by by € RY
being the parameters of the feedforward layer.

To compute the probability of selecting the next client pg(y:|yo, ..., yt—1, X ), we compute atten-
tion scores s, (Vu € V — {0}) using a scaled dot-product with a masking mechanism in order to
avoid selecting the same client twice. These scores are then clipped within [—10, 10] using tanh [5].

c-tanh(qthz), uFyy t <t,ec=10
Sy = Vd

—00 otherwise

The attention scores are converted into a probability distribution using the softmax function
pi = po(y+ = t|yo, ..., yt—1, X) = softmax(s;) By setting the value of the attention score to —oo,
we can perform the masking of already visited clients. Thus, when passed to the softmax function,
its associated probability will be 0.

The Split procedure. The algorithm works on the basis of the giant tour output by the neural
network augmented with the depot, i.e Y = (yo,¥1, .., Yn) With yo = 0 being the depot. Using the
giant tour, we define an auxiliary graph H(V#, Ef) with [V#| = n+ 1. The nodes in V* indicate
the depot (either for return or departure). The edge set indicates all possible sub-sequences that
starts from y; to ¥; (Yi,Yit+1,..-,y;) that do not transgress the vehicle’s capacity constraint. We
formulate it as follows: B = {(i,j) € VH x VH; i < j, heis1 @y, < C}. The edges are
weighted as follows: for an edge (i,j) € EH we associate the total travelled distance starting from
the depot to the client y;41, visiting the tour (y;+1,...,y;) and going back to the depot from y;:

j—1
D" = {d;; = dist(0,yiy1) + Y dist(yr,yes1) + dist(y;,0), V(i,j) € BT}
k=i+1
j—i>1
This gives us a direct acyclic graph where we solve a shortest path problem using Bellman’s
algorithm. The associated shortest path cost represents the best solution length (total travelled
distance) for the CVRP instance with regard to the given giant tour.

5 Experiments

Data generation. We follow the data generation protocol of Nazari et al. [6] to consider 3 types
of CVRP instances with number of clients n = 20, 50 and 100. For each problem size, we have
generated 100k instances for training, and two sets of 10k instances for validation and test. Clients
and depot locations are generated from a uniform distribution U({[0,1] x [0,1]}). The clients’
demands are also uniformly drawn from the interval [1,9]. Vehicles’ capacities are set to 30, 40 and
50 respectively for n = 20, 50, 100.

Hyperparameters. We use an embedding dimension d = 128 and a uniform parameter initial-
ization for our deep neural networks U(—1/v/d,1/v/d) and set the learning rate to n = 1073. The
models are trained with a time limit of 100 hours and batch size B = 128 on a single Nvipia V100
GPU with 16 GB of VRAM. For each encoder type, we use K = 3 GNN blocks. Implementations
use PyTorch and PyTorch Geometric for graph neural networks [23] (Python), while the Split
algorithm is implemented in C.
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NOFSE for the CVRP 9

Baselines. We use HGS? [16] as baseline as it is one of the state of the art metaheuristics for
the CVRP. We also use classical CVRP heuristics®: (i) RFCS [7] as a two-step order-first split-
second heuristic, (ii) Sweep [12] as a two-step cluster-first route-second approach, and (iii) Nearest
Neighbor heuristic as a single-step construction approach [24]. We also trained the model with
TransformerConv encoder in an end-to-end manner for depot and clients choice (Full-learning).
We first note that NOFSS models are faster to train, completing £ = 1000 of learning epochs
in the 100 hours time budget, while the Full-learning models perform 1000, 500 and 200 training
epochs for instance sizes of 20, 50 and 100 respectively. For the exploitation of the learned policies,
we use a greedy decoding which considers the highest probability at each decoding step and a sam-
pling strategy which samples 1280 candidate solutions for each test instance from the probability
distributions given by the models. Table 1 reports the results of each approach on the test speci-
fying: average solution lengths (obj.), the average gap (in percentage) to the best average solution
lengths and the running time (in seconds) to output a candidate solution for a single instance.

Table 1. NOFSS vs. other algorithms. FL for Full-Learning; exploitation, greedy (G), sampling (S).

Method n =20 n =50 n = 100
obj. gap (%) time (s) | obj. gap (%) time (s) |obj. gap (%) time (s)

HGS 6.13 0.00 0.003 ‘ 10.34 0.00 0.09 ‘ 15.57 0.00 0.69
RFCS 6.30 2.76 0.02 10.90 5.39 0.57 16.62 6.73 7.53
Sweep 7.55 23.16 0.01 15.60 50.93 0.06 28.56 83.37 0.23
Nearest neighbor 7.39 20.57 0.0004 |12.63 22.19 0.001 18.95 21.68 0.01
NOFSS-GCN (G) 6.83 11.41 0.0008 | 12.31 19.05 0.003 19.41 24.66 0.007
NOFSS-GAT (G) 6.59 7.50 0.006 11.74 13.53 0.02 18.34 17.80 0.05
NOFSS-Transformer (G) | 6.50 6.03 0.006 11.57 11.89 0.02 18.13 16.44 0.06
FL-Transformer (G) 6.49 5.87 0.006 11.34 9.67 0.02 17.69 13.61 0.06
NOFSS-Transformer (S) | 6.24 1.79 1.37 11.03 6.67 1.56 17.45 12.07 2.43
FL-Transformer (S) 6.18 0.81 2.09 10.79 4.35 2.35 17.32 11.23 8.29

5.1 Comparison with a Full-learning setting

Figure 4 presents the evolution of the average solution length per epoch during training and vali-
dation on CVRP instances with 20 clients (left) and 50 clients (right). During training, candidate
solutions are sampled from the model and their total lengths are averaged over the training set.
Let us note that the models’ parameters are updated each time a batch is processed via gradient
descent, thus the performance of the models changes every batch during training, while validation
is performed using the model resulting from the processing of the last batch in the training set,
which is theoretically the best model achieved at the end of the epoch. Also, in validation, we use
a greedy decoding instead of sampling. The evolution of the average solution lengths shows that
the NOFSS model is able to learn an implicit policy for solving the CVRP by learning to output
an indirect representation of the solution. On instances with 20 clients, we can observe that during
training, the NOFSS model achieves better average solution lengths than the Full-learning model.
On validation, we observe the same trend as in training, but starting from the 600** epoch, the
Full-learning model slightly outperforms the NOFSS model. The equivalent performance of the two
models is confirmed on the test set with average solution lengths of 6.50 and 6.49 on greedy decod-
ing for NOFSS and Full-learning respectively with similar execution times. On sampling decoding,
similar performances are observed, with 0.9 % difference in performance between the two models,
but with an advantage in execution time in favor of NOFSS. On CVRP with 50 clients, we observe
that NOFSS has a better jump start performance on training and a better final performance for the
Full-learning model. We observe 2 % difference in performance for greedy and sampling decoding
on the test set. We also note similar sampling times for the two types of models in greedy decoding,
while NOFSS being 52 %, 50% and 241% faster in sampling respectively for n = 20, 50 and 100.

* https://github.com/vidalt/HGS-CVRP
5 https://github.com/yorak/VeRyPy
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Fig. 4. Learning curves in training and validation for Full-learning (blue) and NOFSS models (orange) on
CVRP instances with 20 (CVRP20) and 50 clients (CVRP50); lower is better.

5.2 Comparison to handcrafted heuristics

When compared to handcrafted heuristics, we can observe from Table 1 that either with greedy
or sampling exploitation, NOFSS models outperform the Sweep and Nearest neighbor algorithms.
NOFSS model seems to output better solution lengths, on average, than RFCS on CVRP with
20 clients when using the sampling strategy but seems to fail scaling to CVRP with 50 and 100
clients. Let us note that while RFCS and NOFSS belong to the same type of two-step strategy,
there is a difference in the two approaches in that RFCS explicitly solves a Traveling Salesman
Problem, while NOFSS directly evaluates the giant tour using the Split algorithm. The difference
in average solution lengths may suggest that NOFSS learned policy is different from a policy that
learns to solve a Traveling Salesman Problem.

5.3 Influence of the type of encoder

We investigate the influence of the choice of GNN encoder on models’ performance. Figure 5
shows the evolution of the average solutions lengths per epoch in training and validation phases
for the 3 types of GNN encoders: GCN, GAT and TransformerConv on CVRP with 20 and 50
clients. We observe the same trends for both training and validation phases, with TransformerConv
having the best convergence, followed by GAT encoder and finally by GCN encoder. The instances’
representation plays an important role in the resolution process, because a good representation
leads to the exploitation of meaningful features and, thus, gives a better solution. The choice of
the encoder seems to be a critical part of the model’s architecture. It appears from these results that
spatial GNNs better perform than spectral GNNs in our evaluation setting. Exploiting the graph
topology in the spatial domain seems to benefit more in the context of vehicle routing problems
than exploiting the graph structure in the spectral domain. While TransformerConv and GAT are
both spatial GNNs, it seems that the way they exploit the node and edges information has an
impact on the overall performance of the models.

5.4 On models generalization

We propose to study the generalization of the models trained on a set of instances with a specific
size to instances of different size. For this, we evaluate the different test sets on instances of different
sizes. For example, we evaluate the NOFSS Transformer model trained on CVRP with 20 clients
instances (Transformer-20) on instances with 20, 50 and 100 clients. Table 2 sums up our results.
We report the average solution lengths for both greedy and sampling exploitation strategies. For
greedy decoding, we report the results for the models trained on the different instance sizes while
for sampling, we focus on the model trained on instances sizes which seems more promising based
on our findings on the greedy decoding. We observe that for the Transformer-20, the NOFSS model
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Fig. 5. Comparison of Graph Neural Network encoders on models’ performance (training and validation).

has a better generalization property than the Full-learning model, with performance similar for
n = 20 and n = 100 and better for n = 50. Since training models on instances with 20 clients is
faster, it is relevant to identify that the NOFSS model is a better choice.

For Transformer-50 and Transformer-100, it appears that, for n = 20 NOFSS models have
better performances than their Full-learning counterparts while staying competitive for n = 50
and n = 100. An interesting result observed on Transformer-50 is its good generalization to CVRP
instances with 100 clients, as it appears that it achieves better performance than the models trained
on instances with 100 clients. This may suggest that relevant invariants that are beyond the instance
size are learned while training on instances with 50 clients. We push further our investigations on
Transformer-50 by analyzing its performance with a sampling exploitation strategy. While for the
instances with 20 clients, the models stay competitive with the ones trained on that size, they
achieve the best performances on the sets with instances with 50 and 100 clients. Transformer-50
appears to be a good trade-off between learning speed (it is faster to train than Transformer-100)
and performance.

Table 2. Comparison of average solution lengths achieved by the NOFSS and Full-learning models on
different instance sizes of the test set.

Trained model NOFSS (G) Full-learning (G)
20 50 100 20 50 100

Transformer-20 | 6.50 11.62 18.34 | 6.49 12.01 18.33
Transformer-50 | 6.64 11.57 17.97 | 6.76 11.34 17.52
Transformer-100 | 6.94 11.79 18.13 | 6.98 11.65 17.69

NOFSS (S) Full-learning (S)
20 50 100 20 50 100

Transformer-50 | 6.31 11.03 17.40 | 6.25 10.79 17.22

6 Conclusion

In this work, we proposed NOFSS, a two-step algorithm hybridizing a deep neural network model
and an exact tour splitting procedure for the Capacitated Vehicle Routing Problem. To the best of
our knowledge, this is the first model that proposes a hybridization between a deep neural network
and a dynamic programming algorithm to successfully learn an implicit policy based on giant tour
generation to solve the CVRP. We conducted extensive experiments on the proposed models with
various Graph Neural Network encoders and compared them against classic CVRP heuristics and
an end-to-end Full-learning model. Our results show that NOFSS is very competitive, even if it
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currently does not surpass end-to-end full-learning approaches. NOFSS is however faster than end-
to-end approaches in both training and evaluation. It also shows good generalization properties
when trained on instances with a specific size and applied to solve instances of different sizes. The
NOFSS model is easier to implement than an end-to-end learning-based policy and does not rely
on sophisticated handcrafted search strategies to find good quality solutions.

Future work should investigate more on the generalization of the method to instances of bigger
sizes. Also, while we tested only greedy and sampling strategies for exploiting the trained models,
other relevant strategies may be interesting such as beam search, or using bigger sample sizes than
the one we used since NOFSS has a faster execution time. The solution given by NOFSS can
also be a good warm start for further improvement by local search algorithms. Finally, since our
approach is generic, it would be interesting to evaluate it on other problems, such as the Vehicle
Routing Problem with Time Windows.
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