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Extracting Walking Trajectories at Home From a
Capacitive Proximity Sensing Floor

Mélodie Sannier , Stefan Janaqi , Vinicius Raducanu, Valeriya Barysheva, Hassan Ait Haddou,
Simon Pla, Gérard Dray , and Benoît G. Bardy

Abstract—Walking at home can provide valuable informa-
tion about locomotor efficiency, anticipation of daily hazards
and general well-being. Here, we present a multidisciplinary
method to reconstruct locomotor trajectories while walking
at home with a capacitive proximity sensing device — the
SensFloor — which was installed in a real occupied apartment
in the city center of Montpellier in France. Our recognition
method is based on the spatio-temporal statistical probability
of body location corresponding to sensors’ activation. The
results led to the localization of the inhabitant in the two-
dimensional floor space, and their tracking over a 24-hour
period. More precisely, our technique enabled us to dis-
tinguish human-related behavior from the location of static
objects. It also allowed us to successfully identify locomotor
trajectories in a highly confined space, including those from
two simultaneously walking individuals in different rooms.
It allowed us to obtain valuable information on spatial behav-
ior (trajectory, stationarity) but also on temporal behavior
(occupancy time, walking duration). As this technique com-
pensates for the already established low accuracy of capaci-
tive sensors, our method offers innovative possibilities to study locomotor metrics at home using relatively inexpensive
sensing technology.

Index Terms— Intelligent floor, locomotor trajectories, modeling, SensFloor, walking at home.

I. INTRODUCTION

IN FRANCE, as well as in several other countries, we usu-
ally spend around nine hours per day at home [1], and a
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significant portion of that time involves walking, within one
room, or from one room to another. In a highly simplified
way, where we live can be represented by a set of closed
spaces, cluttered with objects and furniture, offering various
affordances such as walking around, sitting on, or standing
by. From a locomotor viewpoint, these spatial constraints
generate specific trajectories, shaped by attractors (e.g., a chair
to reach) and repulsors (e.g., an obstacle to avoid). These
trajectories are highly personalized, and depend both on the
spatial properties of our place and our locomotor habits, such
as walking speed, step length, curvature radius, etc. [2], [3].
Walking is a delicate albeit most natural skill that we progres-
sively master throughout our lives [4], [5]. It involves various
perceptuo-motor action units, such as direction control [6],
balance control [7], [8], head anticipation [9] or general energy
optimization [10]. It reveals who we are, how we make
ourselves comfortable in our (new) homes, and allows us to
estimate our mood [11], personality [12], and general well-
being in our daily lives. The study of ordinary locomotion
in our habitat is a difficult enterprise as it requires the use
of invisible sensors allowing us to track individuals’ move-
ments without influencing their natural behavior. In addition,
the reconstruction of the tracked trajectories requires a correct
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representation of the environment. Here we present the results
of an investigation recently conducted in the city of Montpel-
lier, France, in the form of a smart floor installed in a real
apartment. This investigation is part of a project called the
HUman at home projecT or HUT [13]. The chosen capacitive
smart floor — The SensFloor — was selected as a trade-
off between cost and availability of commercialized smart
devices (see Section II). The followed approach included
(i) the installation of the floor, (ii) the development of the
Walk@Home algorithm, allowing the probabilistic estimation
of spatio-temporal trajectories, (iii) the statistical analysis of
human locomotor behavior and space occupancy.

The article is organized in 6 sections. Section II describes
the state of the art in the field of capacitive detection hardware.
Section III presents the floor. Methods for parameterization,
filtering, interpolation and estimation used in the Walk@Home
algorithm are developed in section IV. In section V, the results
in both controlled tests and natural walking are presented, and
section VI highlights some perspectives.

II. RELATED WORK

Currently, the rise of ambient intelligence is leading
to a change in everyday environments towards connected
spaces [14]. Amongst these ambient intelligence technologies
are systems for tracking and identifying individuals in their
natural environment, (e.g., shopping malls [15], health care
centers [16], manufactures [17], or at home [18]), in order to
anticipate individual needs and provide personalized services.
Intelligent floors are often developed in order to recognize
when elderly people fall, to prevent serious accidents, and
to allow a quick intervention of emergency services and
staff. Coupled with home automation devices, they enable
synchronized alarm systems and automated heating, blinds
and lights, depending on the presence of a human [19].
Smart floors are often distinguished from other ambient intel-
ligence technologies by their undetectable nature. Said to be
unobtrusive because they are invisible, these devices are less
intrusive [19]. Intelligent floors can be designed using various
technologies. Pressure and capacitive proximity sensors are
often used, as detailed below.

A. Pressure Sensors
Pressure sensors aim to capture the forces applied by an

object on the sensing device. They measure pressure, usually
expressed in Pascal (Pa), and convert it into an output signal.
This technology is commonly based on strain gauges that
are in contact with a pressure sensitive element, commonly
a diaphragm. The deformation of the diaphragm sensed by
the strain gauges results in an electrical output signal, usually
corresponding to a voltage. More precisely, pressure sensors
seek to determine the force per unit area exerted on the sensor.
The pressure (P) is defined as a function of the force (F) and
the surface area (S) by the following relationship [20]:

P = F

S
(1)

The advantage of these pressure sensors is that the measure-
ment results obtained are accurate and consistent, and allow

to discriminate between persons of different weights. Existing
intelligent floors with pressure sensors include GAITRite,
a walking analysis device mainly found in laboratories or med-
ical centers [21], TechStorm, used for the diagnosis of sports
performance [22] or Lightspace, a recreational luminous game
responding to step pressure [23].

B. Capacitive Proximity Sensors
Capacitive proximity sensors identify the presence of an

object thanks to the detection of its electrical conductivity.
In their simplest form, they are constituted of two conductive
elements separated by a flexible insulator. The value of the
capacitance C depends on the distance between these two
conductive elements and thus on the thickness of the insulator
according to the following relation:

C = εr × ε0 × S

d
(2)

where C is the capacitance in Farad; εr the relative permittivity
of the insulator; ε0 the permittivity of the vacuum; S the
surface of the sensor in square meters, and d the thickness
of the insulator in meters.

The measurement of the capacitance is thus a measurement
of the deformation of the insulator induced by the contact
of a charged body. This modifies the initially constant field,
between the two conductive elements, and thus changes the
thickness of the insulator.

This measurement allows the capacitive proximity sensor
to collect information on the conductivity of the elements
approaching it. Thus, conductive elements, such as metals or
ionic waters, induce an activation of those sensors. The human
body, belonging to the family of conductors, also induces
an action on these sensors and thus, allows capacitive smart
floors to detect its presence. When it penetrates the electric
field generated by the two conductive elements, it induces a
variation of this electric field, leading to the deformation of
the previously mentioned insulator. The sensor will thus send
to the output signal an estimate of the variation generated by
the body on the sensor. In sum, the more an object is conduc-
tive, and the closer it is to the sensor, the more it induces
a variation in the electric field, thus the higher its signal
will be.

Capacitive proximity sensors have some disadvantages and
an important one is that, unlike pressure sensors, they do not
provide information about weight. Even very light conductive
objects can be detected, which can create noise when data are
collected in large areas, and therefore distort measurements.
Nevertheless, they have the advantage of being invisible, and,
since it is difficult to identify individuals, they ensure confi-
dentiality, a real plus in the area of data protection. Among
the already existing capacitive proximity sensor floors on the
market are the Elsi Smart Flooring (MarieCare) [24], available
on the market since 2010, the FutureShape SensFloor [25],
available since 2016, and the imgne® Visible™ smart
floor, available since 2019 [26]. For reasons mentioned in
Section I, the SensFloor technology was selected in this
research.
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Fig. 1. Map of the apartment with furniture, sectors arrangement
and gaps (green). Each sector is composed of 8 sensors (Insert in
red). Gaps are “empty” locations, not equipped with sensors, and are
mainly found between rooms or under fixed pieces of furniture. Some
sectors were cut during installation.

III. DEVICES AND METHODS

A. The Sensing Floor
The choice of the SensFloor® device was made in 2016,

with a limited panel of intelligent floors, as a good compromise
between cost and ability to meet the specific requirements of
capturing human behavior. The relatively poor spatio-temporal
precision we faced led us to develop our own algorithm in
order to obtain locomotor trajectories and their associated
metrics.

The SensFloor® was installed on almost all of the entire sur-
face of the apartment (72m2), except for a few non-equipable
areas, named “gaps.” The floor is three millimeters thick and
is composed of a total of 109 sectors. A sector is a rectangle
(100 cm × 50 cm) designated by the nomenclature XX-YY
which represents numbers in hexadecimal format. Each sector
consists of eight capacitive proximity sensors, enumerated
from 1 to 8 in clockwise order. The main components of these
sensors are triangular “pixels,” 50 cm × 25 cm in size, that
allow conductance detection (Fig. 1). The size of the sensors
is large compared to other devices (e.g., SpeedLetiX), and
therefore a solid layer of algorithmic computation is required.

Each sensor performs a continuous measurement of the
electrical capacitance expressed on a scale from 0 to 255, at a
sampling rate of 868 Mhz. The specific zero, calibrated at
127 arbitrary units (AU), allows the expression of negative
data that reflect, among other phenomena, the withdrawal of
the conductive body. The signals emitted by the sensors, called
activations, are encoded on a server, stored in a daily “.csv”
file, and transferred post-hoc to the Walk@Home team. Each
recorded activation generates the following data (Table. I):

• Timestamp: time in the Unix era.
• X: X-axis position of the SensFloor sectors;
• Y: Y-axis position of the SensFloor sectors;
• 1, . . . , 8: Values of the capacities of the 8 sensors

of the sector X-Y related to a tree scale ranging

TABLE I
EXAMPLE OF ONE SIGNAL EMITTED BY A SINGLE ACTIVATION

from 0 to 255 AU, with a “zero” specific to the device
at 127 AU.

As detailed below, the set of parameters determined for our
processing algorithm were built on the basis of a SensFloor
calibration file, which included data from specific scenarios.

B. Evaluation Scenarios and Natural Observations
In order to build the reconstruction algorithm, determine

activation thresholds, obtain controlled walking samples and
identify the presence of noise in the signals, five specific
scenarios were first rigorously tested:

(A) Linear trajectories performed at different
speeds — normal, slow, stumble, accelerated,
fast — simulating various daily walking situations;

(B) Curvilinear trajectory performed at normal speed, simu-
lating for instance walking from one room to another, or avoid-
ing an obstacle;

(C) Simultaneous trajectories of two individuals in the same
room, testing for the intersection, avoidance, and separation of
the two agents;

(D) Simultaneous trajectories of two individuals in two
different rooms;

(E) Quiet stance tested with one individual (E.1), or with
two individuals engaged in a conversation (E.2);

Three participants (23 years old ± 1) voluntarily partici-
pated in the testing. They were brought to the experimental
apartment, filled out the informed consent form, were told
about the goal of the test, and performed the five scenarios
in turn. They performed seven round-trip trials per scenario,
yielding a total of 200 round-trip walking or standing trials.
The MATLAB R2020a environment was used to write all the
scripts for data cleansing, filtering, and processing, as well as
for further analyses.

These scenarios were tested in summer 2019 during a period
of non-occupancy of the apartment. In addition, in December
2019, a second step involved the recording of the natural walk-
ing behaviors of a single person during 24 hours of occupancy.
Results from both evaluations, controlled scenarios and natural
walking, will be presented in Section 4. Both situations were
conducted in accordance with the 1964 Helsinki declaration
and its later amendments, and were approved by the HUT
ethical committee. Informed consent was obtained from all
participants.

IV. DATA PROCESSING

A. Static Graph
The first step was the reconstruction of the static graph of

the apartment. The apartment is organized in 9 areas (Fig. 1):
Room 1, Room 2, Room 3, Corridor, Kitchen, Entrance,
Living room, Bathroom, Restroom. The 109 × 8 sensors
paving the apartment can be organized into a static spatial
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graph G0 = (V0, E0) accounting for the geometrical shape and
constraints when calculating spatial neighborhood of any point
on the floor.

A node of G0, v ∈ V0 is a triplet v = [x, y, s], where
x, y is the sector identification and s = 1, . . . , 8 is the sensor
number.

The node v is the least spatial unity, a “pixel,” and
corresponds to a right-angled triangle with sides of 25cm
and 50cm. These dimensions indicate the precision limits
for further calculations. The number of nodes is |V0| =
109 × 8 = 972. To each v = [x, y, s] is associated the couple
of metric coordinate vectors of the nodes of the sensor s,
v → [X (v) , Y (v)]. Most nodes are triangles and X (v) , Y (v)
have three coordinates. Some sectors are cut, e.g. at the borders
of a room. In this case, sectors have a trapezoidal shape and
X (v) , Y (v) have 4 coordinates.

This identification of nodes then allowed to calculate the
coordinates of a representative point into the sensor, e.g. its
barycenter. An edge (u, v) ∈ E0 joins the nodes u, v ∈ V0. The
information about the edge (u, v) is contained in two matrices
indexed by the nodes:

• GAP matrix: The gap information is important as we have
to extract the spatial neighborhood of a node. Entries to
this matrix tell whether a node u can be reached with a
single “step” (≈80cm, the upper limit of an average step
length) from a node v. More precisely, for u, v ∈ V0,
G AP (u, v) = In f if there is some physical obstacle
between u and v, e.g. a wall. When u and v are in the
same room then G AP (u, v) = 0.

• Distance Matrices: Given two nodes u, v two distances
are introduced: (i) Dmean (u, v), the Euclidian distance
between the barycenters of the sensors u, v; and (ii)
Dmin (u, v), the Euclidian distance between the nearest
points of sensors in u, v.

B. Spatial and Temporal Neighborhoods
1) Identification of Spatial Neighborhood: The static graph

above is needed to calculate spatial neighborhood. The shape
of these neighborhoods must fit the floor structure and consider
the gaps. This is one of the advantages of graph representation
as it fits the shape irregularities of the apartment. For a given
node u of G0 and a spatial radius ρ, we calculate the spatial
neighborhood N (u, ρ). For a distance D (Dmean or Dmin),
N (u, ρ) contains nodes of v ∈ V0 such that:

Condition 1: G AP (u, v) = 0 and D (u, v) ≤ ρ. This is
the “normal” condition. The neighborhood is “circular” and is
not “deformed” by the gaps. The dilatation coefficient of time
needed to go from u to v is R(u, v) = 1.

Condition 2: 0 < G AP (u, v) < In f and D (u, v) ≤ ρ +
G AP (u, v). This happens in the case of a missing rectangle
or for zones with no sensors. Here, the sector on the other
side of the gap is the natural neighbor, and this reshapes the
spatial neighborhood. The dilatation coefficient here is given
by:

D (u, v) ≤ ρ + G AP (u, v) = ρ ×
(

1 + G AP (u, v)

ρ

)

= ρ × R (u, v) (3)

Thus, any neighbor v of u comes with its dilatation coef-
ficient R(u, v) = 1 + G AP(u,v)

ρ . Under the hypothesis of a
constant velocity displacement, the dilatation factor R(u, v)
will multiply the time radius τ (see below) to obtain the
temporal neighborhood. The spatial neighborhood is thus:
N (u, ρ)

= {v ∈ V0|D (u, v) ≤ ρ × R (u, v) , G AP (u, v)< In f } (4)

2) Identification of the Temporal Neighborhood: Neighbor-
hood identification requires considering the temporal prox-
imity of the node (defined in milliseconds). The static node
u = [x, y, s] of G0 becomes dynamic u(t) = [x, y, s, t]
when its activation at time t is considered. When detecting
trajectories, dynamic nodes that are “near”- spatially and
temporally - are searched for. Given a temporal radius τ , the
temporal neighborhood of u(t) is:

H (u (t) , τ ) = {
v

(
t �
) | ∣∣t − t �

∣∣ ≤ τ × R(u, v)
}

(5)

The spatio-temporal neighborhood of u(t) is:
V (u (t) , ρ, τ ) = {

v
(
t �
) |G AP (u, v) < In f, D (u, v) ≤

ρ × R (u, v) ,
∣∣t − t �

∣∣ ≤ τ × R(u, v)
}

(6)

We defined a trajectory as a sequence uk (tk) , k =
1, . . . , m s.t . uk (tk) ∈ V (uk−1 (tk−1) , ρ, τ ). Obviously, the
values of ρ, τ have to be set in advance. Spatial and temporal
radii, as well as filtering thresholds (see below) were defined
by biomechanical considerations and a trial-and-error process
until obtaining the real trajectories of the evaluation scenarios.

C. Filtering
Filtering is an essential component of data processing.

As capacitive sensors are sensitive to capacitance, i.e. changes
in an electrical property, all recorded activation values
(2,119,640) from one raw data file are not valid activations.
Three specific filters were here selected and applied in turn.

1) Activation Filtering: Let si (t) be the signal value of sensor
i , i = 1, . . . , 8 at instant t . The first filter allowed us to set
to 0 all recorded values with si (t) ≤ a = 130, and to retain
only those rows of data with at least one si (t) > a = 130
(Fig. 2a). A large majority of the data was grouped around
the value 127, equivalent to the zero of the SensFloor device
(section III. A). Preliminary tests allowed us to consider these
values around 127 (+/−3) as continuous noise related to the
device. Applying this filter selected 31.67% of the initial
recordings.

2) Derivative of Activation Filtering: We observed that when
walking on a sector, the value si (t) sent by the sector
increased, suggesting that the activations of interest are the

ones with d(si (t))
dt > �. The distribution plot of all signal deriv-

atives is given in (Fig. 2b). The comparison of the result of the
final trajectories allowed us to confirm the relevance of retain-
ing only the positive derivatives of the signal, representing the
specific activations of the capacitive sensors due to walking.
We therefore retained only activations with d(si (t))

dt ≥ 1. This
filter retained 14.72% of the initial recordings.
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Fig. 2. Bar graph of the distribution of number of activations per sector
(a) and signal derivatives (b), used to fix filtering thresholds (in red).

3) Filtering “Overcrowded” Sectors: This step was used to
neutralize the daily displacement of objects. Global activation
was calculated from the number of activations per sector. The
results show that, for a continuous daily measurement, 60% of
the sectors had no activation, and only a few sectors recorded
an abnormally high number of activations (>1200 activations).
These “overloaded” sectors were obviously located under
conductive objects, such as the legs of chairs and tables.
Hence, only those sectors with a total number of activations
lower than 1200 were kept. This filter allowed 95.78% of the
initial recordings to pass, so only 4.22% of the initial signals
were removed.

These three filters were applied to the data before starting
the trajectory identification. Only 25.95% of the rows in the
initial data file were found to have at least one valid activation
per row after filtering.

D. Walking Trajectory as a Chain of Dynamical Nodes
The dynamic nodes of a given sensor [x, y, s] at time t

are defined as u(t) = [x, y, s, t]. Our objective was to detect
walking trajectories that constitute a “continuous” chain of
dynamic nodes, based on the filtered data. A walking path, or
trajectory, is defined as a sequence of dynamic nodes:

W = u1 (t1) , . . . , uk−1 (tk−1) , uk (tk) , . . . , uw (tw) (7)

such that increasing times is defined by tk−1 < tk for
k = 2, . . . , w, and continuity is defined by uk (tk) ∈
V (uk−1 (tk−1) , ρ, τ ) , k = 1, . . . , w, that is uk (tk) is in
the spatio-temporal neighborhood of uk−1 (tk−1) for given
radii ρ, τ .

Fig. 3. System representation of the parent-child structure between
nodes. The node z(t ��) is not allowed to be parent AND grandparent
of u(t ).

Condition 1 implies a ‘half’ spatio-temporal neighborhood
uk (tk) ∈ V (uk−1 (tk−1) , ρ, τ ) that is:

G AP (uk−1, uk) < In f

D (uk−1, uk) ≤ ρ × R (uk−1, uk)

tk − tk−1 ≤ τ × R(uk−1, uk) (8)

The spatial radius ρ and the temporal radius τ here need to
be determined. We know that the average human step length
is about 64cm (ranging from 50cm to 80cm) and the average
step duration, e.g., from right heel strike to left heel strike,
is around 500ms [6]. Therefore, we chose the spatial radius
ρ = 60cm. After several trials and a detailed study of a variety
of trajectories, we fixed the temporal radius τ = 880ms. The
construction of walking trajectories then followed two steps.

1) Parent-Child Structure: The ‘half’ neighborhood suggests
organizing the data into a parent-child structure. For each
child, that is a dynamical node u(t), we defined its parent(s)
U(t) as the set of nodes v(t �) such that:
G AP (u, v) < Inf, D (u, v) ≤ ρ × R (u, v) ,

0 < t − t � ≤ τ × R(u, v) (9)

Thus, a trajectory arriving at u(t) probably passes through
a parent node in U(t) and we noted this relation U(t) →
u(t). In general, the parent set U(t) contains more than one
parent v(t �) of u(t) and this parent is merely an eventual
predecessor of u(t) in a trajectory. Next, we applied a transitive
simplification of parent sets of u(t), and applied a transitive
simplification of parent sets. If z(t ��) is a parent of v(t �) and
u(t) and if v(t �) is a parent of u(t) then z(t ��) is deleted from
U(t) (Fig. 3).

2) Obtaining Trajectories: The parent-child structure enabled
us to organize the dynamic nodes into trajectories. Nodes were
ordered by increasing time stamp in a digraph A containing all
parent-child arcs, v

(
t �
) → u(t). This allowed us to calculate

the indegree and outdegree for each node u(t). Isolated nodes
were eliminated. Each node was assigned at least one path
number “NoTraj,” initially set to 0.

The extraction of the chain of dynamic nodes contained in
a trajectory was then possible. The resulting dynamic chain
was stored in a matrix format. Let us take the example of
a dynamic node obtained following this treatment: u(t) =
[3, 5, 1, 23.010] and v(t) = [3, 5, 2, 23.010]. Here several
dynamic nodes have the same timestamp, suggesting that the
sensors sent an activation at the same time. Strictly speaking,
the activation times of these two sensors differ by less than
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Fig. 4. Representation of two groups of dynamic nodes. Dynamic
nodes are in blue at time t = 0 and in red at time t = 0.2. The
circles represent the barycenters of each node. The numbers next to the
barycenters are the weighting values wi = si (t ) − 127. The aggregate
point b (t ) = (x (t ), y (t )) is the square. The motion is thus from the blue
dynamic node group to the red dynamic node group.

0.001s, allowing them to be discriminated. In order to deter-
mine a geometrical curve approximating the real trajectory
of the barycenter of one individual, we needed to aggregate
these simultaneous dynamic nodes. One robust aggregation
method is to take as a representative point the barycenter of the
sensors, weighted by their signal level (Fig. 4). All aggregated
points were sorted by their unique increasing time stamp. The
calculations then yielded a sequence of points such that:

XY tr = b (tk) = (x(tk), y(tk)) , k = 1, . . . , K (10)

Finally, we computed a parametric curve C(t) =
[X (t), Y (t)] by fitting with a spline interpolation the points
(tk, x(tk)) into X (t) and (tk, y(tk)) into Y (t) separately, k =
1, . . . , K . The spline interpolation was adopted because it
satisfies derivative constraints into the nodes. Note that this
choice suggests a smooth locomotion pattern.

V. RESULTS AND DISCUSSION

As mentioned above, we first evaluated our algorith-
mic approach by testing five controlled scenarios. As the
timestamps and the walking conditions are known, this allowed
us first to verify the correct functioning of the Walk@Home
algorithm. In a second step, we applied our algorithm to a
specific data file representing one day of continuous recordings
with only one inhabitant in the apartment. We first identi-
fied valid trajectories within the apartment, then estimated
trajectory-related metrics, and finally performed a statistical
analysis of the occupied surface during that day.

A. Controlled Scenarios
1) Trajectories: Fig. 5 plots illustrative examples of the

trajectories recorded during the controlled manipulation
reconstructed by our algorithm in the various scenarios. The
reconstructed trajectories in the walking-only (linear (A) and
curvilinear (B)) conditions visually correspond to the trajec-
tories imposed before the experiment on the walkers. In the
dyadic scenarios, two opposite results were found. The cross-
ing scenario (C) shows the limitation of our algorithm with

TABLE II
PERFORMANCE EVALUATION OF OUR ALGORITHM FROM

CONTROLLED SCENARIOS

Fig. 5. Typical trajectories obtained from the algorithm in the five
tested scenarios. (A) Scenario 1: linear walk in the corridor performed
by a single individual, (B) Scenario 2: curvilinear walk in the living room
performed by a single individual, (C) Scenario 3: simultaneous walk of
two individuals crossing each other in the living room, (D) Scenario 4:
simultaneous walk by two individuals in two separate rooms (Room 1 and
Room 3), (E) Scenario 5: (1) natural stance (with step trampling and body
sway such as, for instance, when doing the dishes) performed by one
individual in the kitchen; (2) stationary standing situation performed by
two individuals in the kitchen under the same conditions.

frequent confusions between participant 1 and participant 2,
when present in the same room. When the two participants
are walking in two separate rooms (scenario D), the algorithm
picks out the individual trajectories perfectly and simultane-
ously. This suggests that the limit of our algorithm is not of
temporal nature — data belonging to the same time period
in different spaces can be correctly associated — but of
spatial nature, certainly related to the probability of a wide
neighborhood when two individuals are in the same location.
The standing scenario performed alone (E.1) is assimilated
to a small trajectory made between two sectors, caused by
step trampling during quiet stance. As with the dual crossing
scenario, the algorithm exhibits confusions between the two
participants in the dual standing scenario (E.2).
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2) Data Array of the Controlled Scenarios: Table II compares
the spatio-temporal data collected in the control experiment
and the data obtained with our algorithm for each walking
scenario. Spatial information includes the location of trajecto-
ries in the apartment as well as the number of round trips made
by each participant. The temporal information corresponds to
the time lapse required to make the number of round trips.
The error rate between the scenario data and the algorithm
data tells us about the recognition efficacy of our algorithm
for the following variables.

a) Localization: The error rate between performed and
reconstructed scenario trajectories was zero for all walking
scenarios (1 to 5), alone or in pairs, illustrating the spatial
efficacy of the algorithm.

b) Duration: The error rate associated with locomotor
duration was around 25% for all scenarios. Generally, the
algorithm slightly underestimated the temporal aspects of the
trajectories.

c) Number of round trips: This variable could only be
computed for scenarios 1, 2, and 3. For linear and curvilinear
trajectories performed alone, the error found was less than 3%.
Under the scenario of duo movements in the same room, the
error of the algorithm increased to 50%, which is consistent
with the results obtained for trajectory identification.

Thus, our algorithm has a good to excellent recognition rate
in both spatial and temporal domains, for single individuals
walking or standing, or for two individuals when walking
in different rooms. When the two individuals are walking
(scenario 3) or standing (scenario 5.2) in the same room, errors
increase considerably. The most probable reason is the failure
to identify spatially neighboring points as belonging to the
same individual, and the selected parameters (60cm for step
length and 800ms for step duration) will probably need to
be adjusted, and/or completed by a second data processing
algorithm, in order to account for this multi-person scenario.

B. Natural Walking at Home
The results obtained validate the Walk@Home algorithm

and its ability to reconstruct trajectories and extract locomotor
parameters (e.g., localization, duration, number of round trips)
in controlled scenarios involving one participant, or two par-
ticipants when not in the same room. In addition, the algorithm
can output daily metrics, such as mean distance traveled,
mean trajectory duration, mean velocity, or occupancy time per
room. Here, we present the first results of a natural scenario
corresponding to the real occupation of the apartment by a
22-year-old female inhabitant. One day of occupancy was
randomly selected during the 2019-2020 winter season, and
the Walk@Home algorithm was used to extract the trajectories
and their kinematic properties during that day.

1) Examples of Trajectory Shapes From Real Data File: The
file “data_8000_2019-12-21_04h20” was randomly selected
from all daily files of single occupancy. In order to illustrate
the type of data output by the algorithm, Fig. 6 illustrates
eight trajectories with different locomotor characteristics. For
each of these trajectories, duration, distance travelled, veloc-
ity, and localization were automatically provided and are
also illustrated. We can observe different trajectory patterns

Fig. 6. Illustrations of eight trajectories obtained by algorith-
mic reconstruction on a real 24-hour file. Each trajectory reports
duration (s), walked distance (m), velocity (m/s), and location.

TABLE III
DAILY OCCUPANCY OF THE APARTMENT

ranging from long trajectories that cross several parts as
in examples 1, 2, 3, and 6, to short trajectories, generally
localized on a single part, illustrated in examples 4, 5, 7,
and 8. In these two cases, in spite of some variability in
distance covered and duration, velocity remains constant at
around 1m/s.

2) Global Gait Metrics: The locomotor information automat-
ically extracted during data processing allowed us to obtain
simple daily metrics. For our selected file, “data_8000_2019-
12-21_04h20,” 529 trajectories and 595 stationary standing
patterns were calculated from 100,490 ground activation con-
tacts. Trajectories were generated with an average velocity of
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TABLE IV
OCCUPANCY OF EACH ROOM OVER A 24-HOUR PERIOD

μv = 1.4m/s(σv = 0.6m/s), for an average distance traveled
(per trajectory) of μl = 14.5m (σl = 18.9m) and an average
walking time of μd = 9.4s(σd = 6.9s). Each trajectory had
an average of 50 activations.

Furthermore, the temporal information extracted showed a
dominant occupation of the living room (3.84%) and room1
(1.75%), for a total travel time of 8.21% over a day (Table III).

These metrics, particularly walking velocity (value of
1.4m/s), are consistent with the literature [27].

3) Spatial Occupancy: The matrix shown in Table IV
allowed us to obtain a representation of the number of activa-
tions per room, broken down into one-hour periods. These
data are useful and allow us to (i) observe the occupancy
dynamics, (ii) understand the habits of the inhabitants, e.g., the
links between occupancy and daily needs (restroom, kitchen,
bathroom), and (iii) optimize in the future living spaces
according to locomotor habits, personal needs and comfort.
We previously tested and validated the calibration file and
ensured the consistency of the occupancy data output by the
algorithm. We defined here the occupancy of one room by its
number of activations per time slot. For instance, the bathroom
had its maximum occupancy from 1am to 2am with 512 activa-
tions recorded, followed by another intense occupation period
from 8pm to 9pm (422 activations). Following this approach,
we can easily observe (i) no activation in room 2 witnessing
single occupancy, (ii) an intense activity in all other rooms
between 1am and 2am, (iii) almost no activity from 5am to
5pm, and (iv) an increase in occupancy starting at 6pm. All
together, these results reveal a rather nocturnal way of life,
which is compatible with the period, December 21, 2019 being
within the holiday season for students in France.

VI. CONCLUSION

The physical limitations of capacitive smart floors require
to develop processing algorithms which compensate for the
lack of accuracy. Facing one of these systems, the Sens-
Floor, our objective was to reconstruct locomotor trajectories
produced in a real apartment and to automatically identify
the metrics associated with each natural occupancy file. Our
method was based on (i) the reconstruction of the static graph,
(ii) the identification of the spatial and temporal neighborhoods
and the recognition of the temporal sequence of activations,
(iii) the cleaning of the data and (iv) the reconstruction of the
chain of dynamic nodes allowing to visualize all trajectories.

The implementation of a rigorous protocol allowed us to esti-
mate the processing efficiency of our algorithm for different
scenarios in which locomotor trajectories were produced alone
or in pairs. We were able to validate the correct functioning
of our algorithm for trajectories performed alone, or in pairs,
in separate rooms, thus validating the recognition of multiple-
activities within the same home. Applied to files from the con-
tinuous recording of the occupants’ movement data, we were
able to explore (i) the various shapes of natural trajectories,
(ii) the main walking metrics, and (iii) the evolution of
occupancy over a 24-hour period. The main limit of our
algorithm remains the spatio-temporal proximity of multiple
individuals walking in the same room, which is currently being
addressed. The extraction of natural walking patterns over a
prolonged period of time (e.g. one year) is also currently being
considered. It should help us to better characterize human
locomotion at home, space appropriation and the formation
of behavioral habits as time goes by allowing us to optimize
the human habitat.
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