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Abstract—Visual tracking has received much attention in recent years, especially pedestrian tracking. People tracking represents an important computer vision problem with numerous real-world applications. While significant progress has been achieved for human tracking and detection, trackers are still prone to failures and inaccuracies to master all difficult situations that may arise during the process: changes in appearance, illumination, occlusions, camera movement or cluttered background. To overcome these limitations, tracking algorithms offered by the OpenCV software library are evaluated through this paper. These trackers are fast and easy to use. However, pedestrians are particularly difficult to track with a moving camera. This paper brings a benchmark of human tracking algorithms implementations using moving camera. Here, we propose a qualitative and quantitative assessment followed by a comparison with a particle filter algorithm based on histograms of both color and texture features. Finally, in order to compare to new developed tracking algorithms in the framework of a pedestrian tracking accuracy in an unknown environment, experiments with a new available dataset validate either the reliability of OpenCV trackers or an easy-to-use particle filter.

Index Terms—Human tracking, OpenCV, particle filter.

I. INTRODUCTION AND MOTIVATIONS

Visual object tracking is one of the most active research topics in computer vision. In this respect, commercial development as well as academic research contribute intensively in this area. Consequently, many visual trackers have been proposed [1][2][3]. A specific issue concerns real time human tracking which represents a predominant and challenging task. The main goal is to automatically identify a human shape and localize him/her in each frame of a video sequence [4][5][6]. It has attracted researchers interest for decades an immense variety of applications such as robotics, smart video surveillance, patient monitoring, accident prediction, etc. Moving object may be detected by frame difference methods [7]. In order to track a person in a long-term sequence of a real-world scenarios, a number of issues need to be resolved, and almost every video is a special case, especially when the camera is moving because the background is constantly changing (excepted background composed by large homogeneous regions).

In this context, the tracking reliability depends on the situation of video acquisition: degree of camera movement and level of background change. This gets worse when, in the meantime, the person appearance changes in color or shape (because of shadow, displacements or movements), making the reference image irrelevant. Elsewhere, the clutter of the background may provide a lot of parasitic information disturbing the detection, as well as the presence of other moving objects, new object(s) in the scene and/or partial/total occlusions. Moreover, for optimal performance, the tracking algorithm [1][8] needs to run in real time, or by default, with a maximum of frames per second, depending on the desired application. Typically, these algorithms estimate the tracking of the target in a long sequence of images by trying to detect the target in each image, frame by frame.

The issue of analyzing and interpreting images and videos is a real challenge. Several programming libraries mainly intended for computer vision, some with real-time calculations, have been created. Hence, for its performance in computing time, the utilization of this library with minimal restrictions and also its large number of available free functions, OpenCV\(^1\) is the most used: more than 100K download per month, since 10 years (see download statistics in Fig. 1). Basically, this library of programming functions mainly aims at real-time video and image processing and analysis. As a consequence, to obtain good execution time of an OpenCV program, the main language is C++ [9], but it supports a wide variety of other programming languages, with binding for Python, Java, Matlab, etc. Moreover, OpenCV libraries are designed for a way allowing to take advantage of hardware acceleration and expansion of multi-core systems. Also, OpenCV version 4.2.0 offers access to over 2,500 algorithms to be used for deployment of various machine learning and computer vision capabilities. Besides, it contains a tracker class, with several different trackers based on different tracking algorithms, such as TLD, Boosting, KCF, CSRT trackers. They all have their own pros and cons. Some run fast but not as accurate as others. Alternatively, some are accurate and more efficient but may run slowly. These OpenCV trackers are presented through this paper, with their computational time and reporting their quantitative and qualitative results on a database of videos containing human(s) walking acquired with a moving camera. In this framework of human tracking with moving

\(^1\)https://opencv.org/about/
camera, particle filter [10] [11] tracking algorithm can take into account the target and background appearance variations. Moreover, modelling a human appearance is difficult due to various issues such as variation in pose, clothing, scale change, illumination, and sometimes, partial/total occlusion. For the tracking process, particle filters may be based on color histograms, texture analysis or other features extraction in order to estimate the position of the desired target in several frames over the long term. This type of algorithm seems more reliable in the context of camera in movement, this study will also justify how to select the original target for a robust tracking in difficult conditions of video acquisition.

In this paper, the effectiveness of OpenCV trackers are reported in the framework of human tracking with a camera in movement. Thus, this study allows to justify whether it is necessary to compare new trackers with those implemented in the OpenCV library, or else, to use a straightforward particle filter to perform this comparison. In the next Section, the tracking methods implemented in OpenCV version 4.2.0 are detailed. Then, Section III is devoted to the basis of the particle filter algorithm and explanations how to apply this computing technique for tracking. In Section IV, the experimental tests of the algorithms are presented, by evaluating and comparing their performances on a real human tracking scenarios. Finally, Section V concludes this paper.

II. USUAL TRACKING METHODS IN OPENCV

OpenCV offers the possibility to compare a new method with other referenced algorithms [12]. Unfortunately, only few tracking algorithms are available in this library; they are presented in this section.

A. Tracking, learning, and detection (TLD)

TLD [13][14] decomposes the long-term tracking task into three components: (short-term) tracking, learning, and detection. In practical terms, TLD is based on the appearances, by re-sampling the bounding box of the target to a normalized resolution, regardless of the aspect ratio of the patch. Thus, the algorithm tries to track a blob of pixels from one frame to another. Then, the detector localizes all appearances that have been observed so far and corrects the tracker if necessary, and the learning estimates the detectors errors and updates it in order to avoid future errors. TLD provides stable tracking in the long-term when the object is visible. On the other side, the output of this tracker tends to jump around a bit. For example, it may fail when a pedestrian is tracked and there are other pedestrians in the scene.

B. Minimum Output Sum of Squared Error (MOSSE)

MOSSE [15] uses an adaptive correlation for object tracking which produces stable correlation filters when initialized using the first 7 frames. The major contribution of the MOSSE-based tracker is robust to variations in lighting, scale, pose, and non-rigid deformations. It also detects occlusion based upon the peak-to-side lobe ratio. Hence, the tracker is able to pause and to resume where it left off when the object reappears. MOSSE tracker is fast and can operate at a higher fps as represented in Fig. 3. Lastly, it is also very easy to implement.

C. Boosting

Tracker Boosting is based on an online version of AdaBoost [16][17]. This classifier needs to be trained at run-time with positive and negative examples of the object. The initial bounding box is taken as a positive example of the object using semi-supervised learning, and many image patches outside the bounding box are treated as the background searching regions of the same size as the target window from the surrounding background. Given a new frame, the classifier is run on every pixel in the neighborhood of the previous location and the score of the classifier is recorded transferring appearance changes, and also new observations. The new location of the object corresponds where the score is maximized.

D. Kernelized Correlation Filter (KCF)

KFC is built on the ideas presented in the previous detailed tracker (Boosting). Indeed, initially, KCF tracks the object based on Kernel [18], it extracts characteristics from Histogram of Oriented Gradients (HOG) to improve tracking accuracy [12]; it has a high processing speed and is superior for tracking the object in real time, as reported in Fig. 3. This tracker utilizes the fact that the multiple positive samples used in the Boosting tracker have large overlapping regions. Hence, this overlapping data leads to some properties that are exploited by this tracker to make tracking faster. Despite this speed of execution, the ordinary KCF tracker has certain shortcomings. As an example, edge effects that do not allow optimal tracking of the object when it is close to the image border, or, unfortunately, the inability to manage changes in target size.

E. Channel and Spatial Reliability Tracker (CSRT)

CSRT improves the Discriminative Correlation Filter (DCF) algorithm by introducing spatial and channel reliability [19]. The spatial reliability map is used to find out the optimal filter size, which makes the CSRT tracker better than the traditional DCF algorithm by adjusting non-rectangular targets. Actually, the spatial reliability map is used to adjust the filter support to the selected region for tracking. The channel reliability is measured to weigh the importance of each channel filter, then combines them to get the final response map. Using only the HOG and color histograms, the CSRT tracker achieves a high accuracy for object tracking with fast computational time (but less than previous algorithms, see Fig. 3).

III. PARTICLE FILTERING FOR TRACKING

Particle filter is widely used for tracking problems. Each particle models the probability to find the desired object based on specific features in a Bayesian framework [20][6]. The main idea is to represent the posterior density by a set of random particles with associated weights and, then, to compute estimated positions based on these samples and weights.
A. Particle filtering basis

Particle filtering also called Sequential Monte Carlo method [11] has been widely described in the literature [10]. This is a useful algorithm in vision-based applications because it offers a simple way to find an optimal solution for multidimensional problems by randomly generating a large number of possible system states. The main ideas of particle filter approach are recalled here. The question of state $X_k$ estimation given the comments $z_1:k$, can be considered equivalent such as the estimation of the probability density function $p(X_k|z_1:k−1)$, where $z_1:k$ represents $(z_1, \ldots, z_k)$. Assuming that these observations are independent and the system is Markovian, thus:

$$p(X_k|z_1:k) \propto p(z_k|X_k) \int p(X_k|X_{k−1}) \cdot p(X_{k−1}|z_1:k−1) \, dX_{k}.$$  

(1)

Thus, the Bayesian framework provides an optimal recursive solution to this problem based on two steps as illustrated by:

$$\frac{\text{prediction}}{p(X_k|z_1:k−1)} \rightarrow \frac{\text{correction}}{p(X_k|z_1:k)}. \quad \text{(2)}$$

The idea of the particle approximation is based on the strong law of large numbers according to which the expectation calculated on the samples is an estimator of the expectation of the real density. Formally, denoting $p(X)$ the probability density that we are trying to approach, and $(s^{(i)})_{i=1}^N$ a set of $N$ independent and identically distributed samples according to $p$, then we have for any continuous and limited $\phi$ function:

$$\frac{1}{N} \sum_{i=1}^{N} \phi(s^{(i)}) \xrightarrow{N \to \infty} E_p[\phi(X)] = \int \phi(X) \cdot p^N(X) \, dX, \quad \text{(3)}$$

where $E_p$ designates the expectation taken in relation to density $p$. Let us note the quantity $p^N(X)$ defined by:

$$p^N(X) = \sum_{i=1}^{N} \pi^{(i)} \cdot \delta_{s^{(i)}}(X), \quad \text{(4)}$$

with $\pi^{(i)} \geq 0, \sum_{i=1}^{N} \pi^{(i)} = 1$ and $\delta_{s^{(i)}}$ a Dirac distribution centered on a particle $s^{(i)}$. Thus, it is possible to associate a weight $\pi^{(i)}$ to each particle $s^{(i)}$ by computing:

$$\pi^{(i)}_k = \frac{\pi^{(i)}_k \cdot p(z_k|X_k = s^{(i)}_k)}{\sum_{i=1}^{N} \pi^{(i)}_{k−1} \cdot p(z_k|X_k = s^{(i)}_k)}. \quad \text{(5)}$$

Consequently, for every $\phi$, the estimation state is given by:

$$E_p[\phi(X)] \approx \int \phi(X) \cdot p^N(X) \, dX = \sum_{i=1}^{N} \pi^{(i)} \cdot \phi(s^{(i)}). \quad \text{(6)}$$

representing the expectation of the particles $s^{(i)}$ depending on their weights and the density $p$. Finally, the algorithm 1 summarizes its basic form.

B. Particle filter implementation

In practice, the algorithm obtained by adding a resampling step is known as SIR (Sampling Importance Resampling), Bootstrap or Condensation. Knowing that the probability of a drawn particle is proportional to its weight, the crucial stage of resampling consists in a weighted draw among a choice of $N$ particles. Hence, low-likelihood particles will therefore have little chance of being selected by the resampling step, while high-likelihood particles will be duplicated and then increase their chances of selection. Thereafter, a new equivalent weighting is given (an equivalent weight of $1/N$ for the $N$ particles). Usually, in the event of the target loss, the tracker attempts to reacquire the target: the particles are uniformly distributed over the image area and the filter is allowed to converge again. Consequently, the stability of the filter depends on the number of particles: in the one hand, the more the number of particles increases, the more stable the filter is. On the other hand, the compilation time increases.

Here, the output of the considered particle filtering is the expectancy of the estimator: $E_p[X_k] = \frac{1}{N} \sum_{i=1}^{N} s^{(i)}$. Other estimators can be used, such as the best particle (in term of likelihood), or the average in a proportion of the reduced from the status space. However, the first leads to more outliers and the second takes more computational time. Here, the implementation of object tracking is based on a combination of color histograms [20] and LBP texture features [21] with popular Bhattacharyya coefficient [22] (each histogram contains 32 bins). Technically, this particle filter is implemented in C++ and runs with OpenCV.

IV. EXPERIMENTAL RESULTS AND EVALUATIONS

A. Dataset: pedestrians, moving camera and ground truth

To assess the detailed approaches, a new dataset of videos has been created regarding human tracking with a perspective moving camera. Tab. I reports the details of 6 sequences under different climate conditions. The ground truth (the box containing the target) which is used for quantitative assessment is annotated manually for each frame ($x$ and $y$ coordinates, height and width of the box). In addition, videos and coordinates of these boxes are available online: https://github.com/agnihsv/human-walking-ground-truth.

<table>
<thead>
<tr>
<th>Video</th>
<th>Person(s)</th>
<th>Frames</th>
<th>Lps</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>walk1</td>
<td>2</td>
<td>1250</td>
<td>30</td>
<td>Person walking against a similar target and crossing another person (occlusion) with changing background</td>
</tr>
<tr>
<td>walk2</td>
<td>1</td>
<td>405</td>
<td>20</td>
<td>Strong occlusion and shadow, low luminosity, similar color/texture between the target and the background</td>
</tr>
<tr>
<td>walk3</td>
<td>1</td>
<td>350</td>
<td>20</td>
<td>Person walking, back-lighting and low luminosity</td>
</tr>
<tr>
<td>walk4</td>
<td>1</td>
<td>300</td>
<td>20</td>
<td>Person walking and rotating, target scale change, occlusion and no distinct color for the target</td>
</tr>
<tr>
<td>walk5</td>
<td>1</td>
<td>1279</td>
<td>20</td>
<td>Person walking alone, rotating camera, strong scale change of the target, high background change</td>
</tr>
<tr>
<td>walk6</td>
<td>1</td>
<td>1232</td>
<td>20</td>
<td>Target walking in the same direction as a similar person then the second person pass the target (occlusion)</td>
</tr>
</tbody>
</table>

TABLE I DESCRIPTION OF VIDEO SEQUENCES AND THEIR TIED CHALLENGES
B. Evaluation method: unbiaised Intersection over Union

To quantify the percentage of overlap between the target mask (i.e., handmade Ground Truth) and the prediction results (computed by a tracker), the unbiaised "Intersection over Union" (IoU) measure developed in [23] is used by counting $FN$ (False Negative), $TP$ (True Positive), $TN$ (True Negative) and $FP$ (False Positive) points, as illustrated in Fig. 2. This metric is closely related to the Dice coefficient and computes an unbiaised overlap score for large and small objects in the image with the following formulae:

$$\text{Score} = \frac{TP}{TP + FP + FN} \cdot \frac{TN}{TN + FP + FN} \cdot \frac{w_T}{w_T + w_B}, \quad (7)$$

with $w_T = \frac{(TP + FP + FN)^2}{(TP + FP + FN)^2 + (TN + FP + FN)^2}$ and $w_B = 1 - w_T$.

This measure assesses the trackers efficiency by computing a score between 0 and 1:

- a score close to 0 corresponds to a poor tracking.
- a score close to 0 corresponds to a poor tracking.

Thus, the compared algorithms are evaluated by the scores computed by eq. 7 frame per frame and plotted in Fig. 4.

C. Reliability tests of OpenCV tracking methods

Tracking algorithms described in section II, namely, CSRT, TLD, KCF, MOSSE, Boosting and particle filter are qualitatively and quantitatively compared. To evaluate the performance of the these tracking methods, 6 videos containing human walking and captured with a moving camera were produced (namely walk1, walk2, walk3, walk4, walk5 and walk6, see Fig. 4). Each video contains different levels of complexity with challenging situations for detection and tracking. As detailed in Tab. I, these videos contain object similarities, target occlusions, background changes in the scene, decreased lighting, or scale changes of the target.

Firstly, Fig. 4 reports the qualitative and quantitative results of the different approaches using the experimental dataset. Hence, images on the left present the initial constraint boxes with the cyan color (handmade ground truth) and the predicted constraint boxes in the different frames for each compared detector. Usually, our experiments have shown that the majority of the tracker algorithms are inefficient with respect to total target occlusion on video walk2 (Fig. 4-a2), to the changes of scale of the target, to the low luminosity and to the presence of objects resembling each other on video walk1 (Fig. 4-a1). Moreover, the experimental results show that MOSSE is reliable in the face of low luminosity (Fig. 4-a3) and background changes in the image of the walk3 video. In contrast, the CSRT obtains a robust tracking of the target even in the presence of similar objects, low brightness and background changes in the scene and scale changes, Fig. 4-a1 of the walk1 video and 4-a6 of the walk6 video, but, is inefficient, with a total occlusion (Fig. 4-a2) on video walk2.

In terms of accuracy metric (eq. 7), the basic evaluation of the tracking algorithms is correlated with the overlap rate calculated for each frame of the video sequence. Figs. 4-b1,b2,...,b6 shows the overlap for each video sequence.

1) Video walk1: Regarding this video, 2 similar persons are crossing CSRT (blue curves in Figs. 4-b) gives a score close to 1 and is therefore the most accurate compared to other OpenCV trackers. In contrast, the scores of TLD (in yellow), show that it is the most vulnerable tracker, because several false positives appear in the video, see all screened frames. Also, for KCF, MOSSE and Boosting, the curves highlight that they are unreliable for this dataset, i.e., they lose the target and the scores fall back to zero with the presence of two crossing persons in the video (besides MOSSE loses the target before crossing). Indeed, KCF and MOSSE calculate respectively the correlation and a mean square error, but here a similar person is hiding the target, so the matching remains always high and the trackers follow the undesirable crossed person instead of desired the target. Boosting behaves quite identically, when two similar persons meet and the second person hides the desired target, it will update the classifier taking into account the second person, hence the failure of the tracker for this sequence. TLD behaves also well until the crossing of persons, then tracks only the undesirable target.

2) Video walk2: There are two main difficulties in this video. Firstly, it contains an occlusion of the target, as illustrated in Fig. 4-a2. Secondly, both the color and the texture of the target are not discriminated, compared to the background. Consequently, the total occlusion provides the loss of the target with all the trackers and decrease the score at a glance until 0 for the remaining frames (Fig. 4-b2).

3) Video walk3: Fig. 4-a3-b3 exhibit the performance of the trackers for this third video. Clearly, due to the back-lighting and the low luminosity, all the algorithms fail here around half of the video, excepted MOSSE. Indeed the decreasing brightness acts on the target colors, which considerably changes the appearance of the target during the tracking.

4) Video walk4: In this video, the person if turning on himself and, at the same time, going away (Fig. 4-b4). All the trackers lose the target before the half of the video, excepted MOSSE after 200 frames. Indeed, especially based histogram of gradient, KCF tracker fails from the outset to update the filter because of the person rotation and has no background learning. Therefore, the background change causes the correlation rate values to drop considerably and the loss of the target (therefore a null score). These difficulties are the same for the Boosting classifier. Here, TLD is especially disturbed by the particular movements of the target and its scale changes.
5) **Video walk5:** This video allows to evaluate the tracker effectiveness in the presence of high scale changes of the target (camera close to the person, or people walking towards the camera), with slow movements and no occlusion. In this way, Fig. 4-b5 reports the evaluation of the different trackers. Here, TLD is the worse tracker because it loses totally the target. Alternatively, CSRT, MOSSE and Boosting are relatively effective, and their scores are always close to 1. Nevertheless, KCF obtains a tolerable tracking, but less suitable than the 3 previous trackers. Note that all the trackers (excepted TLD) are able to capture the target at the end of the sequence.

6) **Video walk6:** This last video contains two similar persons walking in the same direction. Here, most of the algorithms correctly track the target until the second person passes the first one, creating an occlusion (Fig. 4-a6-b6). The curves clearly highlight that they are unreliable, where CSRT, TLD and MOSSE track the wrong person while both Boosting and KCF do not track anybody.

7) **Evaluation of particle filter:** The detailed particle filter based tracker is also implemented in C++ and runs with OpenCV. It has been tested and evaluated on the 6 same videos, see Fig. 4-c_{i,i \in \{1,...,6\}} for the quantitative evaluation. Clearly, the robustness of the particle filter is highlighted here for each walk video, compared to other OpenCV trackers. Indeed, curves for the particle filter show a good precision compared to other trackers. One key parameter of particle filters is the number of particles; here it is tested by tuning the filter with 10, 75 and 500 particles respectively to evaluate the performance of the implemented particle filter. Hence, scores corresponding to 10 and 75 particles are more unstable compared to with 500 particles which obtains a very good tracking precision. With 75 or 500 particles, it enables to correctly distinguish the target even in the presence of similar person. The ground truths of this database are also available online. Eventually, a new dataset of videos has been created regarding human tracking with a perspective moving camera video. The ground truths of this database are also available online.

V. Conclusion

This study presents a comparison of commonly used OpenCV trackers in the framework of human tracking with a perspective and moving camera, namely: TLD, Boosting, KCF, MOSSE and CSRT. These algorithms serve as references to compare news trackers. Even though their computational time is fast, they are not reliable to track human (deformable targets) using a camera in movement. Indeed, several scenarios through these videos (backlight, low luminosity, occlusion, background...) highlight the defectiveness of these algorithms. Nevertheless, experiments and evaluations provided by this study advise to compare this tracking sort using particle filters based on both color and texture descriptor (LBP) histograms and outperform trackers available in the OpenCV library software regarding many complex scenes.

Eventually, a new dataset of videos has been created regarding human tracking with a perspective moving camera video. The ground truths of this database are also available online.
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Fig. 4. Comparison of particle filter and tested OpenCV trackers on videos containing human(s) acquired with a moving camera.

- (a1) Behavior of trackers in the walk1 video (size 720×1280), particle filter with 500 particles
- (b1) OpenCV trackers
- (c1) Particle filters
- (a2) Behavior of trackers in the walk2 video (size 720×1280), particle filter with 500 particles
- (b2) OpenCV trackers
- (c2) Particle filters
- (a3) Behavior of trackers in the walk3 video (size 540×960), particle filter with 500 particles
- (b3) OpenCV trackers
- (c3) Particle filters
- (a4) Behavior of trackers in the walk4 video (size 540×960), particle filter with 500 particles
- (b4) OpenCV trackers
- (c4) Particle filters
- (a5) Behavior of trackers in the walk5 video (size 720×1280), particle filter with 500 particles
- (b5) OpenCV trackers
- (c5) Particle filters
- (a6) Behavior of trackers in the walk6 video (size 720×1280), particle filter with 500 particles
- (b6) OpenCV trackers
- (c6) Particle filters
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