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Abstract. Many approaches have been proposed to allow customers’
segmentation in retail sector. However, very few contributions exploit
the existing semantics links that may exist between objects and result-
ing groups. The aim of this paper is to overcome this drawback by using
semantic similarity measures (SSM) in customers’ segmentation to pro-
vide clusters based on product’ topology instead of numerical indicators
usually used (i.e. monetary indicators). More precisely, we intend to
show the main advantage of SSM with a product taxonomy in the retail
field. Usually, traditional approaches consider as similar three customers
buying respectively apple, orange and beer. However, human intuition
tends to group customers who buy orange and apple because both are
fruits. Our approach is defined to identify this kind of grouping through
SSM and abstract concepts belonging to product taxonomy. Experiments
are conducted on real data from a French Retailer store and show the
relevance of the proposed approach.

Keywords: Customers segmentation · Semantic clustering · Semantic
similarity measures · Retail

1 Introduction

As a recurrent issue, outcomes of statistical analyses lack of semantics and their 
interpretability for decision-making purposes remains challenging. Data summa-
rizing tools are required to provide more explicit aggregated or global indicators 
[1]. However, they do not improve the knowledge base (Customer Relationship 
Management - CRM) about customers of a given supermarket brand. As a result, 
they provide too much macroscopic insights which remains useless to determine 
information to advantage retailers in attracting and retaining customers. For 
a long time, retailers know the importance of data driven decision-making to 
capture customers behaviors and then use results to propose a customer driven 
approach in the retail industry. However, they focus on identifying good cus-
tomers by mainly considering numerical values such as revenue, margin and the
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frequency of customers [2,3,6,23]. Furthermore they do not consider the seman-
tics that can be associated to products. Indeed, a customer that regularly buys
fish and vegetable has obviously a closer behavior to a customer that usually
buys meat and salad than to a customer that only buys sanitary products or
seasonal items.

This type of inference clearly refers to approximate reasoning based on prod-
uct similarity that symbolic artificial intelligence can automatically carry out.
In this paper, we intend to introduce such reasoning on products purchased
to provide semantic group of customers, i.e. groups derived from the hierarchi-
cal abstraction structure of products into classes (e.g., Greek yogurt is a kind
of yogurt which is in return a type of dairy product, etc.). Our objective is to
identify customers’ clusters depending on their conceptual purchasing behav-
ior. Products could be organized within a taxonomic partial order defining an
abstraction hierarchy. Products sold are the most specific classes of the partial
order. We make the following hypothesis: the more specific products customers
share, the closer they are. Assessment of the similarity of two customers is based
on approximation over this product taxonomy (Sect. 3.1). Such reasoning clearly
induces new semantic clustering techniques of customers based on the hierarchi-
cal taxonomy. Some approaches also consider a taxonomy [2,23], but do not
consider nor semantic measures nor information content to define compared sets
of items. Thereby, this study proposes a semantic clustering approaches where
customers are considered as digraphs of product classes and then clustered. The
rest of the paper is organized as follows. In Sect. 2 we address related works
concerning customer segmentation. Section 3 introduces preliminary definitions
to carry out our semantical clustering proposal.

2 Related Works on Customer Segmentation

In the retail world, the clustering of customers, usually called ‘Customer Segmen-
tation’, consists in dividing heterogeneous customers groups based on common
attributes. It requires to handle a large variety of customers [9,10]. Usually,
the following kinds of data are considered: (a) Demographic data (e.g. gender,
age, marital status); (b) Psychographic data (e.g. social class, lifestyle and per-
sonal characteristics); (c) Geographic data (e.g. area of residence or work); (d)
Attitudinal Data (e.g. perceived data gathered from surveys); etc. Many differ-
ent segmentation approaches are also applied. To name a few, RFM Recency,
Frequency, and Monetary or CLV Customer Lifetime Value criteria are mostly
used [3–5], for clustering [6], classification (e.g. neural-networks, decision trees)
[4], models based on associations (association rules, Markov chain) [4], sequence
discovery, forecasting [5]. Other researches focus on the mix of the products or
product categories that customers have bought in their whole purchase history
[11]. Even if our goal is also customer segmentation, the data used are the prod-
ucts bought by the clients and our approach is driven by the product classes.



3 Preliminary Definitions and Proposal

3.1 Hierarchical Abstraction and Taxonomies

Our main objective is to provide interpretable clusters of customers using similar-
ity measure guided by the product organization. The similarity measure relies
on the taxonomical structure of concepts. A taxonomical structure defines a
partial order of the key concepts of a domain by generalizing and specializing
relationships between concepts. Taxonomies give access to consensual abstrac-
tion of concepts with hierarchical relationships, e.g., Vegetables defines a class
or concept that includes beans, leeks, carots and so on, that are more specific
concepts. Taxonomies are central components of a large variety of applications
that rely on computer-processable domain expert knowledge, e.g. medical infor-
mation and clinical decision support systems [8,12]. They are largely used in
Artificial Intelligence systems, Information Retrieval, Computational Linguis-
tics... [13]. In our case, customers clustering will be based on product taxonomy
that defines a partially ordered set (poset) of products. An example of partial
product taxonomy is shown in Fig. 1. In retail world, product taxonomy can be
achieved by different means. Retailers or other experts can build this commod-
ity structure. Most approaches usually introduce the Stock Keeping Unit (SKU)
per item [14] or product categories (e.g. Meat, Vegetables, Drinks, etc.). Some
researchers adopt the cross-category level indicated by domain experts and/or
marketers [15].

Fig. 1. Example of partial product taxonomy

3.2 Similarity and Informativeness Based on Taxonomy

Thanks to a product taxonomy, semantic similarity measures can be applied
to define similarity/dissimilarity between customers. Those similarities compare
sets of concepts associated to customers with groupwise measures [7]. These
measures are themselves based on pairwise measures allowing the calculation of
similarity between two concepts of the taxonomy [8]. Some of pairwise measures
required Information Content (IC) associated to concepts, that is the amount
of information associated to a concept (more a concept is specific, higher the
information content of the concept is). There are several groupwise measures, in
the same way there are several pairwise measures and several definitions of IC.



Groupwise measures allow comparison of sets of concepts related to objects
(customers). There are two main categories: Direct and Indirect measure. Direct
groupwise measures compare sets of concepts irrespective of their position in
the taxonomy (i.e. Jaccard). Indirect groupwise measures aggregate similarity
between concepts achieved by pairwise measures (i.e. BMA which stands for
Best Match Average [16]). State-of-the-art approaches are divided in two kinds
of pairwise: the first one based on the Information Content (IC) (i.e. Resnik
pairwise measure [17]) and the other one based on the shortest path in the
taxonomy (i.e. Wu & Palmer pairwise measure [18]). Finally, we discern two
kinds of Information Content (IC): intrinsic and extrinsic. Intrinsic IC (i.e. Seco
IC [19]) take only topological properties of the taxonomy into consideration
while Intrinsic IC (i.e. Resnik IC [17]) used in addition frequency of concept in
a observation bases (i.e. an ordinary corpus/data-set).

3.3 Methodology

Our goal is to identify sets of customers (clusters) with similar purchase behav-
iors. The main issue is to define appropriate similarity between customers. In
practice, all customers’ baskets are different whereas we intuitively make the
difference between the two following customers: customer that mainly buys food
product and customer who only purchases household laundry, cleaning products
and textile.

Thanks to the use of the product taxonomy to compare customers, we obtain
semantic clusters that are more interpretable by retailers. To this end, we used
SSM with the Best Match Average [20] for the groupwise measure combined with
the Resnik pairwise measure and Resnik IC [17]. This combination provides a
matrix of similarity/dissimilarity between customers. Finally, this allows us to
perform Hierarchical Clustering (HC) with Ward’s method, which minimize dis-
tance inside each cluster (intra-clusters) while maximize distance between clus-
ters (inter-clusters) [21]. The study tends to propose an approach of semantic
clusters of customers close to the human intuition. In the following section, we
present the application of semantic clustering on a real case. For more informa-
tion about Semantic Similarity Measure, the reader is invited to refer to Harispe
et al. studies ([8]).

4 Experiments and Results

Experiments have been conducted with real world data from one store, located
in Paris (France) with 32 500 sales for 1 025 customers over a month. Table 1
describes some statistics about the dataset.

It contains data with different perspective: an overall vision, an average vision
per customer and an average per sales receipt. For example, we can notice that
the 1025 customers (fidelity cards) bought in average 25.36 different product
categories (Level 1 on the product taxonomy). In other words, each customer
probably purchase 25 different kinds of products. As explained above, to gather



Table 1. Some statistics about the dataset

Number Average per
customer

Average per
sale receipt

Number of customers 1025 - -

Number of sale receipt 3692 5.75 -

Number of product bought 32552 48.54 8.63

Number of different categories 692 25.36 6.78

Number of different products 4979 31.70 7.47

Revenue 66590 102.45 18.22

customers, we used HAC method that cluster set of customers two by two,
depending on their similarity. The key feature of the HAC is the identification
of the ideal number of cluster. For the experiments, we used Ward’s method
besides a defined limit. Indeed, ideal clusters could be one customer per cluster
but retailers try to identify a limited set of clusters. They try to figure it out
“fictitious customers” that stand for as many customers as possible without
loosing capital information. So, we varied the number of clusters from 2 to 25 and
analyzed which number of clusters minimize the intra-class inertia and maximize
the inter-class inertia. For the experiment, we obtained an optimal number of 4
clusters, nominated respectively “C1” to “C4”.

Fig. 2. Purchase frequency per product categories and clusters

The Fig. 2 represents the average frequency per product category level 1 (cf.
Fig. 1) and per cluster. This information corresponds to the average basket of
customers for each cluster. First of all, the analysis of the clusters’ specificities
underline that more than half of customers (591 customers) are gather in the



cluster “C1”. It seems that people from this “set of customers” came to pur-
chase equally likely products from all different categories (Level 1 on the prod-
uct taxonomy). The three others clusters “C2”, “C3”, “C4” have respectively
137, 148 and 149 customers which is approximately the same order of magni-
tude (≈15%). However, each of them has its own particularity. Customers from
clusters “C2” mainly purchase products from LIQUID, SALES GROCERIES
and NON-DAIRY FEES. This is the cluster that only purchase products from
three categories (Level 1 on the product taxonomy). Clusters “C3” and “C4”,
for their part, are opposed by categories SWEET GROCERIES and DAIRY
FEES. Indeed, customers from cluster “C3” will mainly purchase DAIRY FEES
products while customers from cluster “C4” will mainly purchase SWEET GRO-
CERIES products. We can notice that customers from those clusters (“C3” and
“C4”) will never purchase product from the discriminant category of the “oppo-
site” cluster. Note that those customers, from clusters “C3” and “C4” shared
their purchase between four categories Level 1 on the product taxonomy.

To make cluster more understandable by retailers, we give a label to each
cluster. We used the most discriminant product categories to label clusters “C3”
and “C4”. Thereby, they have respectively the label “DAIRY FEES Customers”
and “SWEET GROCERIES Customers”. Specificities of Cluster “C2” came
from the lack of purchase in previous category used. That’s why we agreed
to label it as “N0-DAIRY FEES & N0-SWEET GROCERIES Customers”.
Finally, cluster “C1” does not have any specific category. That’s why we labeled
it as “ALL PRODUCTS Customers”.

5 Conclusion

The aim of the paper is to identify similar customers depending on their purchase
behavior. Semantic clustering is based on the product taxonomy and should
brings results more understandable for retailers. This approach allows retailers
the identification of abstract purchase behavior (i.e.) thanks to the taxonomy.
The final goal of customers’ segmentation (or customer clustering) is to identify
“good” customers based on retailers’ preferences. With this semantic approaches
results are based on their own business what underline the added value of the
proposed approach.

Note that we used HAC to cluster customers, but other clustering meth-
ods and/or other configurations of Semantic Similarity Measures (IC, Pairwise,
Groupwise) could be used. In this paper, our objective was to introduce semantic
approach in retail. We believe that a comparison of clusters from different stores
may allow improvement by defining generic “pattern” of customers. To go fur-
ther, we can suppose that clusters’ trajectory analyses could be done to identify
changes in customers’ behaviors. This will allow stores to be more preventive
than reactive towards new trends (i.e. Vegan Customers). After all, if retailers
validate resulting clusters, classification methods can be used to associate any
new customers into thus clusters [22].
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